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Introduction

The Fourteenth World Congress of the International Economic Association 
took place in Marrakech between 29 August and 2 September 2005. The 
main themes of the Congress were 'New Trends in Economics' and 
'Understanding the Great Changes in the World'. These two volumes pub­
lished by Palgrave Macmillan present to the reader the presidential address 
by János Kornai, most of the distinguished invited lectures (by Yingyi Qian 
and Jinglian Wu, Timur Kuran, Edmund Phelps and Philippe Aghion) and 
many of the papers presented at the different invited sessions organized by 
Masa Aoki ('Mechanisms of Institutional Change'), Herbert Gintis ('The 
Implications of Experimental Economics for Economic Theory'), Mustafa 
Nabli ('Is Democracy a Binding Constraint for Economic Growth in the 
Middle East and North Africa Region?'), Susan Rose-Ackerman ('Trust and 
Distrust in Post-Socialist Transition'), Jan Svejnar ('15 Years of Post-Socialist 
Transition'), Oded Stark ('The New Economics of the Brain Drain: Analytics, 
Empirics, and Policy') and Claude Menard ('Institutional Design and 
Economic Performance').

There have been many changes both in the world and in economics these 
last twenty years. A fundamental change has been the end of the cold war 
and the post-socialist transition in Central and Eastern Europe, China and 
Vietnam. Countries like China and India have engaged on an impressive 
growth path. Globalization has continued to unravel, with goods, capital 
and people moving more freely around the globe. With 9/11 and the Iraq 
war, but also Chechnya, Kosovo, Afghanistan and the continued conflict in 
the Middle East, new concerns have arisen about fault-lines of conflict in the 
twenty-first century. Simultaneously, the spread of democracy continues 
throughout the world. The world in 2006 is completely different from the 
world in 1976 or even 1986.

Many of these important changes in the world have been concomitant to 
changes in economics. This is not surprising. Some of the changes in eco­
nomics have been brought about by important changes in the world. The 
large-scale economic transition from socialism to capitalism has contributed 
in a significant way to put institutional economics firmly in the mainstream. 
The large output fall and strong variation in macroeconomic performance 
across countries came quite unexpected to the mainstream of the profession 
who thought that liberalization, stabilization and privatization should put 
these economies on a virtuous growth path. Economists started taking very 
seriously the idea that the dismal performance of the Russian economy 
and of most of the Former Soviet Union economies in the 1990s could be

XVI
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attributed to institutional failures. The transition experience convinced a 
large part of the economics profession of the importance of institutions as 
the underpinning of a successful market economy. The Marrakech Congress 
is a good reflection of the current strength of institutional economics, as 
various distinguished lectures and invited sessions related to institutional 
issues. Another important change in economics is the increasing success of 
behavioural economics. The standard model of rationality is being put into 
question as several of its core components are contradicted by a large body 
of work in psychology. Models of behavioural economics or of economics 
and psychology are introducing changes to the standard assumptions of 
Homo Oeconomicus and deriving new predictions about economic behaviour. 
More and more evidence is produced by experimental economics about 
individual and group behaviour, testing standard assumptions about ratio­
nality but also about game theory and the new behavioural models.

The two main themes -  'Understanding the Great Changes in the World' 
and 'New Trends in Economics' -  are the leitmotifs of both volumes containing 
the papers of the Marrakech congress. Each paper is reflecting either one 
of the main themes, or both. In the present first volume under the title 
Institutional Change and Economic Behaviour we collected the papers discussing 
general topics and/or problems of large geographical areas. (The other volume 
under the title Corruption, Development and Institutional Design deals with 
more specific topics that were also discussed prominently at the Congress, 
such as corruption, immigration, enterprise reform and regulatory reform.)

The presidential address by János Kornai is devoted to the transition 
process in eight former socialist countries that became members of the EU in 
2004: the Czech Republic, Estonia, Poland, Latvia, Lithuania, Hungary, 
Slovakia and Slovenia. More than fifteen years after the transition started, 
the paper reflects on the successes and disappointments of that great trans­
formation. He compares the transformation in those countries to other great 
transformations in modern history such as the transformation from medieval 
to modern societies, West Germany's transformation after World War II or the 
inverse transition from capitalism to socialism. The transformation in 
Central Europe occurred with incredible speed, was non-violent and was not 
preceded by a war; it was a complete transformation both of political institu­
tions and the economic system and went in the direction of the mainstream 
of historical transformations in recent history, i.e. towards democracy and 
capitalism. By most measures, this transformation represents an immense 
success story. Nevertheless, the inhabitants of those countries are not 
euphoric and express much dissatisfaction. Despite an undeniable general 
increase in the standards of living as compared to socialism, inequality has 
increased strongly and job security has disappeared and unemployment 
became part of the economic landscape. There is dissatisfaction with corrup­
tion and with existing politicians. Feelings of discontent and unhappiness 
are quite widespread compared to Western Europe. Kornai argues that one
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needs to go beyond the standard economic model to understand these 
disappointments and take into account phenomena studied in other social 
sciences such as the sociology of reference groups, cognitive flaws, etc.

The transformation in China is analysed in the paper by Yingyi Qian and 
Jinglian Wu. They document carefully the phenomenal growth that has 
been taking place in China in the last three decades. Real GDP per capita has 
increased by nearly 700 per cent between 1978 and 2003. At the same time, 
the Chinese economy has opened up tremendously, its foreign trade now 
representing over 60 per cent of its GDP. They document not only the spec­
tacular increase in living standards but also the social transformations that 
have taken place in the most populated country on earth. Urbanization has 
been very fast as jobs in industry and services have increased. Poverty has 
declined but inequality has gone up. Corruption is still a serious problem 
and China ranks with Peru and Turkey in the Transparency International but 
better than Russia and Ukraine. Despite spectacular increases in living stan­
dards, aspirations of Chinese citizens are growing even faster. At the same 
time, there has been slow progress on political reform. Little has changed in 
the authoritarian rule of the Communist Party. They interpret the recent 
economic developments in China as growth maximization under the con­
straint of Party control. The hunger for growth is stronger than in many 
other nations because of China's past. For millennia, it was the most affluent 
country in the world. It entered the modern era a poor country and experi­
enced tragedy after tragedy in the twentieth century, culminating in the 
Cultural Revolution. This policy of growth under Party control explains why 
economic reforms and opening up of the economy are faster than internal 
reforms, why the rule of law is being established before democracy and why 
control over firms has been abandoned. In the latter case, the growth advan­
tage was stronger than the loss of overall control for the Party. Obviously, the 
tension between the economic dynamism and the absence of important 
change in the political sphere is a source of uncertainty. Today, most Chinese 
probably prefer an increase in living standards to increases in freedom. This 
may not always be the case.

Timur Kuran, in his distinguished lecture, gave a historical perspective on 
the causes of economic underdevelopment in the Middle East. He analysed, 
in particular, institutions that played a negative role in the development of 
the region: Islamic inheritance law and its form of trust, the waqf. Contrary 
to other religions, Islam has very specific prescriptions about inheritance. 
The Qur'an specifies that two-thirds of the estate is reserved for children, 
spouse and other family. The share of a female must equal half of that of a 
male. As a consequence, successful businesses tended to become fragmented 
after the death of the founder. In contrast, in European countries where 
no such religious prescriptions on inheritance existed, there was room for 
more experimentation, allowing primogeniture to emerge as a more efficient 
institution to prevent fragmentation of businesses. As a consequence, the
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Middle East failed to adopt the organizational and institutional innovation 
that led to the development of the modern limited liability corporation. The 
waqf is an unincorporated trust overseen by Islamic courts. Its purpose is to 
provide a service allowed under Islamic law and the service must be provided 
in perpetuity. The establishment of a waqf was a way to secure assets since a 
waqf was considered sacred and rulers were reluctant to expropriate waqfs. 
The perpetuity rule made waqfs very rigid as the service was supposed to 
remain the same. The waqf system also had a negative effect on the develop­
ment of civil society. Indeed, leaders of a waqf were not accountable to 
its beneficiaries. While these factors shed light on reasons for why the 
Middle East failed to catch up with the industrial revolution, they should not 
necessarily be seen as obstacles for the future as countries from the region 
have been importing modern institutions in the last two centuries.

Closer in time, the lecture by Ed Phelps, the economics Nobel laureate for 
2006, analyses the large changes in the world economy since the end of 
World War II. In particular, he analyses the evolution of Western European 
economies that were catching up on the US for the thirty years after World 
War II but now are trailing in productivity growth. The catch-up is best 
explained by technology transfer. However, productivity growth started 
slowing down in the late 1970s and the gap with the US has been increasing 
since the 1990s. Phelps blames the European corporatist institutional system 
with big unions, big employer organizations, large banks and a large state 
sector. It main deficiency is its lack of dynamism and entrepreneurs. Central 
European countries accessing the European Union have not proven to be 
growth tigers as their performance pales in contrast to China. They might be 
in transition to the European corporatist system.

One likely factor that might be behind the disappointing performance of 
Europe is the weakness of its higher education system. The US devotes a twice 
larger share of GDP to higher education than Europe and, also, a larger pro­
portion of the population has tertiary education. Philippe Aghion examined 
the link between education and growth in his lecture. The argument is that 
the closer one approaches the technological frontier the more important the 
role of higher education, because of its role for technological innovation. He 
sets up a model where one of the main results is that the effect of marginal 
increases in higher education spending becomes more important the closer 
one approaches the technological frontier. He reports both cross-country 
panel as well as cross-US-state evidence on this question. The cross-country 
evidence of interaction between distance to the frontier and higher education 
is significant but only when country fixed effects are omitted. However, the 
results for the US are quite convincing. Instrumenting research university 
education by the presence of a state representative in the House on the 
appropriations committee allocating funds for research universities but not 
other types of schools, and an additional $1000 per person in research edu­
cation spending increases the state's per employee growth rate by a third of
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a per cent if a state is at the frontier but by less than a tenth of a per cent if 
it is not.

Masahiko Aoki, the president of the Association in 2008, organized a session 
exploring various of the themes of institutional economics. He presented 
a paper proposing a conceptual framework for analysing mechanisms of 
institutional change. This is based on the definition of an institution as the 
summary representation of a Nash equilibrium path held as players' shared 
beliefs about how to act and not to act. Institutional change happens as 
changes to the environment occur and strategic experimentation shows new 
actions to become optimal, creating momentum effects. The framework 
applies to the evolution of organizational forms in modern corporations; the 
interaction between community and market relationships and more broadly 
interactions between different institutions within society; and also to insti­
tutional complementarities which may facilitate momentum for institutional 
change. There is in general a continuum between exogenous institutions 
enforced by other institutions and endogenous institutions that are self- 
enforcing.

Gérard Roland also offers a conceptual framework to try to understand 
institutional change. He distinguishes between fast-moving institutions, 
such as political institutions that can move very fast and in a very discon­
tinuous way, and slow-moving institutions such as culture and social norms 
that can only move more slowly and a continuous way. Using this frame­
work, he proposes a Weberian view of institutions where culture which 
moves quite exogenously has a determinant impact on legal and political 
institutions. Several conclusions are derived, such as the difficulty of trans­
planting political and legal institutions in alien cultural environments, the 
recognition of institutional diversity and a tolerance towards cultural and 
institutional experimentation within a spirit of openness.

Herbert Gintis develops an evolutionary model where respect for private 
property is not related to institutions but to evolutionary forces that are also 
present among animal species where ownership over territory is recognized 
and often not contested. The model is inspired by the Hawk, Dove, 
Bourgeois game. It features an endowment effect whereby a resource is 
prized more highly by the agent possessing it than by one who does not due 
to loss aversion: the disutility from losing a good is higher than the utility 
from acquiring it.

Geoffrey Hodgson and Thorbjorn Knudsen present an agent-based model 
of the emergence of a traffic convention when agents are boundedly rational. 
The traffic example is illustrative because it is a very simple convention. 
They find in particular that strength of habit is an important factor in 
explaining the convergence towards a convention and avoiding cycling 
behaviour. They also examine how an individual's behaviour is influenced 
by the behaviour of others.
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Experimental economics directly tests assumptions about human behaviour 
and social interaction which undoubtedly are related to institutions and 
institutional change. Herbert Gintis discusses in another paper from the 
session he organized on experimental economics some of the lessons we 
draw from the latter on how to think about economics. He discusses in par­
ticular the implications of the findings from experimental economics about 
the importance of reciprocity and gift exchange in situations of contractual 
incompleteness. This should be seen as a definite enrichment of the eco­
nomic paradigm and more enrichment is expected with the development of 
neuroscience.

Other topics that were the object of invited session are published in the 
second Congress volume. These two volumes should be seen as a whole. All 
in all, we hope that the selection of papers in these volumes will give the 
readers a snapshot of recent trends in economics and how they reflect 
important changes taking place in the world.

János Kornai 
László M átyás 

Gérard Roland





1
The Great Transformation of 
Central Eastern Europe: Success 
and Disappointment*
János Kornai
Harvard University, Collegium Budapest and Central European University

1 Introduction

This chapter examines eight particular countries that became members of 
the European Union in 2004: the Czech Republic, Estonia, Poland, Latvia, 
Lithuania, Hungary, Slovakia and Slovenia. I take the liberty of referring 
collectively to these countries as Central Eastern Europe or the Central 
Eastern European region, though of course this is somewhat imprecise 
geographically. As I write these lines, the European Union is undergoing try­
ing times and it is impossible to guess what the future will bring. Whatever 
influence the eventual fate of the European Union will exert on the eight 
countries under consideration is a distinct issue from the topic of this study. 
On the other hand, it may be worthwhile to take a look at this region 
separately, since the status of each country was subjected to microscopic 
examination by various bodies of the EU prior to accession. The member­
ships may be seen as certificates, which are supposed to attest to the fact that 
these countries boast both democratic political systems and functioning 
market economies.

By 1990 the Communist Party's dictatorship had come to an end in ten 
countries, namely in the Soviet Union and in countries that were in close 
military and economic alliance with it such as Bulgaria, Czechoslovakia, 
Poland, Hungary, Mongolia, the German Democratic Republic and Romania
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Economic Association in Marrakech, Morocco on August 29, 2005. I am grateful to 
Zdenek Kudrna, who helped my work by careful data collection and making useful 
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and Gérard Roland, who commented on the first version of the manuscript, as well as 
to Tamar Gendler, Noémi Peter, Katalin N. Szabó, László Szimonisz, László Tóth, István 
Gy. Tóth and János Varga, who assisted in the underlying research and in editing and 
translating the manuscript.
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as well as in the former Yugoslavia and in Albania, which by then had only 
loose ties with the Soviet Union. I would not even dare to attempt to review 
this entire area in this chapter, if for no other reason than -  that primarily 
from the standpoint of their political structures -  there are huge differences 
among the individual countries. From this standpoint, the eight countries 
comprising the subject of my analysis are rather homogeneous. So although 
they share a number of important characteristics with this larger group, the set 
of countries on which I focus cannot be viewed as a 'representative sample’ of 
this wider class. Delineating the topics of my analysis I made a deliberate 
choice: I wanted to focus on the region where reforms were most consistent 
and far-reaching. Regarding the eight new member states, I solely confine 
myself to the discussion of their similarities, and I do not deal with the 
description and the explication of the considerable differences that exist 
between them.

Let us return in time a couple of decades and recall the mood and expect­
ations of the people living in this region who opposed the communist system. 
At that time, they felt it a hopeless daydream that within the foreseeable 
future their countries would become democratic market economies. Today, 
however, though this has become a reality, many are disappointed and bitter.

A number of analyses -  both official and scholarly -  have been published 
on this topic. They contain important statistical data revealing a great deal 
about the current political and economic situation of each of the countries 
under consideration, as well as their relative standing. Noteworthy studies 
have also appeared that offer causal analyses of these results.1 I do not 
attempt to summarize this rich and valuable body of literature, nor is my 
aim to confirm or refute these prior analyses. Instead, I hope to complement 
them by focusing on aspects of the transformation that have not yet received 
sufficient attention.

In the discussion below, I take special care to separate my description of 
the facts from the normative judgements that I make about those facts, and 
from the ordering of values which underlies those judgements. Care about 
such matters is important both for understanding the data, and for locating 
properly where points of disagreement lie.

The chapter is divided into two parts: in the first, I examine the transfor­
mation historically; in the second, I consider it from the perspective of the 
contemporary man's everyday life. 2

2 In the context o f world history

First, we are going to look at long historical periods. The historical units in 
question are relatively large -  decades, even centuries. And though the focus 
remains on Central Eastern Europe, I examine other regions of the world for 
purposes of comparison. The methodology of the first section is concisely 
epitomized in the title of Charles Tilly's (1984) book: 'Big structures, large 
processes, huge comparisons.'
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2.1 The main direction of economic transformation 
in Western civilization
During the last millennium various capitalist forms of the economy gained 
more and more ground in Western civilization.2 Traces of this had already 
appeared in antiquity and formed important building blocks of medieval 
society from the very beginning. The characteristic institutions of capitalism -  
private property, hired labour, market-type buying and selling, a credit system, 
and a legal system protecting the sanctity of private property and contracts -  
evolved in various countries at various speeds. Institutional transformation 
has been inseparably associated with such profound processes as urbanization, 
industrialization and commercialization. All the above comprise what is 
known as the capitalist economy.3

There is no agreement among historians as to when the Middle Ages 
ended and when the Modern Age began.4 Moreover, there is not even any 
agreement on the subject of whether any criteria could be provided to separ­
ate the end from the beginning, and if so, whether it should be sought in the 
economic, political, or religious-ideological-intellectual sphere. However, 
there is a fairly wide agreement about the fact that in what most historians 
refer to as the Modern Age, or modernity, it is the capitalist economy which is 
dominant. The economy is in a constant state of motion and transformation. 
Accordingly, this transformation has a characteristic main direction, namely, 
the expansion of the capitalist economic order. Expansion is accompanied 
by deepening of its effects.

The spread of capitalism has been slow and complicated. In some cases 
capitalist and pre-capitalist forms coexist in a stable fashion. In others, there 
is rapid acceleration followed by stagnation, even reversal. And when accel­
eration does occur, its causes may be numerous: political revolution, the 
appearance of a great statesman with a propensity for innovation, new regu­
lations created by a political group, geographical discoveries (such as the 
conquest of the New World), or the introduction of great inventions (such as 
the steam engine, railways, or the application of electricity).

Influenced by Marx's theory, the Communist parties prior to coming into 
power endorsed the principle that a main direction of economic history did 
indeed exist. This, however, according to the Marxists, points beyond capit­
alism. The Communist parties considered it fundamental to create a system 
superseding capitalism. They provided explicit criteria for comparing the two 
systems: growth in labour productivity and its concomitants, in particular, 
rates of production and increases in the standard of living.

The monumental verification attempt, which eventually failed, lasted for 
over seventy years in the Soviet Union and for about forty years in Eastern 
Europe. There were moments in the race between the socialist and capitalist 
systems when even among the adherents of the capitalist system some 
became unsure. Remember that in the years following the Great Depression 
of 1929 most developed countries went into a deep recession while the first 
Five Year Plan of the Soviet Union realized spectacular results and produced a
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high growth rate. And remember that when the first Sputnik was successfully 
launched, many took this to be the dawning of an age of Soviet technical and 
military superiority. However, if we measure these events on the scale of long 
decades and look at the entire period of the existence of the socialist system, 
one thing is definitely a proven fact: capitalism is more productive, more 
innovative and with a faster growth rate that generated a greater increase in 
the standard of living. Table 1.1 provides a comparison between the growth 
of socialist and capitalist countries during the last four decades before the 
collapse. Socialist countries are represented by the Soviet Union, as well as 
by three of the new EU-members (Czechoslovakia, Poland and Hungary), 
whereas the capitalist economy is represented by 13 old EU-members.5 The 
table clearly indicates the growing superiority of the capitalist economy.

Note that in saying this, I am certainly not claiming that we have come 
to the end of history, nor am I suggesting that capitalism will never be

Table 1.1 Growth rates in socialism and capitalism

Country

GDP per capita Average growth rates of 
GDP per capita

(1990 Int'l dollars) (1950 = 100)

1950 1989 1990 1950s

(per cent) 

1960s 1970s 1980s

Czechoslovakia 3 501 8 768 250 3.9 2.9 2.1 1.2
USSR 2 841 7 098 250 3.4 3.6 2.2 0.9
Poland 2 447 5 684 232 2.4 3.2 3.4 -0.4
Hungary 2 480 6 903 278 4.0 3.8 2.1 1.0
Socialist 4 2 819 7 013 239 3.3 3.5 2.3 0.8
Austria 3 706 16 369 442 6.3 4.2 3.9 2.0
Belgium 5 462 16 744 307 2.4 4.2 3.3 1.9
Denmark 6 943 18 261 263 2.9 3.8 2.0 1.8
Finland 4 253 16 946 398 3.3 4.4 3.3 3.2
France 5 271 17 730 336 3.7 4.6 3.0 1.7
Greece 1 915 10 086 527 5.0 6.6 4.4 1.3
Ireland 3 453 10 880 315 1.7 4.2 3.2 2.7
Italy 3 502 15 969 456 5.6 5.4 2.9 2.3
Netherlands 5 996 16 695 278 2.8 4.0 2.5 1.3
Portugal 2 086 10 372 497 3.1 6.0 4.5 3.0
Spain 2 189 11 582 529 3.5 7.1 4.2 2.5
Sweden 6 739 17 593 261 2.5 3.8 2.0 1.8
UK 6 939 16 414 237 1.7 2.5 2.2 2.2
EU 13 4 688 IS 519 337 3.2 4.3 2.9 2.1

Notes: Data for Luxembourg are not available. Data for Germany were excluded, because they were 
available only for Germany In its 1991 (unified) borders. The 1949 figure was not available for 
Poland to calculate growth p.c. in 1950; the 1950s average growth rate is for the 1951-59 period. 
Source: OECD database accompanying Maddison (2003).
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superseded at some point in the future. I do not undertake prophesy. 
However, it is an irrefutable fact that the existing (or, heretofore existing) 
socialism lost the race against the existing (or, heretofore existing) capitalism. 
This is not a value judgement; it is an observable, statistically accountable 
fact: until now, in the world of Western civilization, the main trend of 
history has pointed toward the direction of the expansion of capitalism.

The painful and bitter series of actions in the creation of the socialist 
system was a deviation from the main direction. Now, the countries of the 
Central Eastern European region have turned around. After backing out of the 
dead-end street fifteen years ago, they are now completely on the main path.

While this is a value-free statement of fact, the closely associated question 
of whether this is to be considered a success can be answered only by offering 
a value-based judgement. I return to this below.

Higher productivity and increased growth rates did not begin immedi­
ately: the transition to the new economic system started with a serious slow­
down. By now, however, the growth has speeded up. In six out of the eight 
countries the growth rate during the past ten years was significantly higher 
than in the decade prior to 1990 (Table 1.2). During the period between 1995 
and 2003, per capita GDP in the region where the eight new members are 
located, along with labour productivity (GDP per employee) and per capita 
real consumption, grew at a much higher rate than in other countries of the 
European Union (Table 1.3). The difference is especially impressive in labour

Table 1.2 Growth before and after 1989, and after transformational recession

Country

GDP/NMP index Average annual growth rate

1980
(1989

1990
= 100) 

1995 2003

(per cent)
1980-1989 1995-2003

Czech Republic 85 99 94 106 1.8 1.5
Estonia 75 92 66 101 3.2 5.5
Hungary 86 97 86 116 1.7 3.8
Latvia 69 103 51 79 4.2 5.6
Lithuania 65 97 56 81 4.9 4.7
Poland 91 88 99 135 1.1 4.0
Slovakia 85 98 84 117 1.8 4.2
Slovenia 99 92 89 120 0.1 3.8
CEE 8 86 94 91 121 1.7 3.6
EU 15 103 111 132 2.2

Notes: Pre-1990 growth rates for CEE 8 are based on the Net Material Product (NMP) used for 
growth accounting by the socialist countries. The 1980 figure for the Czech and Slovak republics 
is for Czechoslovakia.
Sources: Based on UN Economic Commission for Europe (UN ECE) Economic Survey of Europe 2001, 
n .l, p. 254 and UN ECE Economic Survey of Europe 1999, n. 1, Table A.I.; updated from UN ECE 
Economic Survey of Europe 2005, n .l, p. 117.
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Table 1.3 Average growth rates for the years 1995-2003

Country

Average real 
GDP per 

capita 
growth

Average 
labour 

productivity 
growth 

(per cent)

Average 
consumption 

per capita 
growth

Czech Republic 2.2 2.6 3.0
Estonia 6.6 6.6 7.3
Hungary 4.1 3.2 4.5
Latvia 7.3 8.2 7.6
Lithuania 6.3 6.6 7.1
Poland 4.2 4.8 4.5
Slovakia 3.9 3.6 3.7
Slovenia 3.8 3.3 2.6
CEE 8 4.0 4.2 4.3
Austria 2.0 1.7 1.3
Belgium 1.9 1.3 1.7
Denmark 1.7 1.5 1.0
Finland 3.4 2.3 3.0
France 1.8 1.2 1.8
Germany 1.2 0.9 1.0
Greece 3.6 2.5 2.7
Ireland 6.0 3.6 4.2
Italy 1.3 0.3 1.7
Luxembourg 3.9 3.4 2.6
Netherlands 1.7 0.7 1.8
Portugal 1.8 0.2 2.1
Spain 2.8 -0.2 2.9
Sweden 2.4 2.0 2.1
UK 2.5 1.7 3.2
EU 15 1.8 0.9 1.9

Source: Economist Intelligence Unit -  Country Data at <www.eiu.com>.

productivity; its pace am ong the new  members is more than four times than  
that o f the old members.

Let us be careful w ith the interpretation of these numbers. At this point in  
our analysis, we want to compare a system  w ith another system, the permanent 
attributes of one system  with the permanent attributes of the other. Applying 
the historical scale, on ly a very brief period of tim e has gone by. We do not 
know how  m uch of the rapid growth can be traced to the new  order's util­
ization of formerly hidden reserves not exploited by a previous inefficient 
system. The high rate of growth could be partially attributed to the fact that 
deep recessions are usually followed by rapid upswings. These obvious, easily 
m obilized reserves will sooner or later be depleted. It would be m isleading to

http://www.eiu.com
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draw final conclusions based on the numbers of a single decade. We need a 
long period before the superiority of the new capitalist system could be proven 
unequivocally and with a fully convincing force. However, if we were to make 
a judgement based on past experience, we can be optimistic regarding the 
growth potential of the new system.

2.2 The main direction of political transformation 
in Western civilization
During the past few centuries the main direction of transformation in 
Western civilization has been felt not only in the economic but also in the 
political sphere. Alongside the almost unlimited monarchical power 
assented to by the churches could be found limited precursors of democracy, 
among them the various self-governing organizations and forms of repre­
sentation available to the urban middle classes, and certain of the church 
institutions. In some countries, laws curtailing the absolute power of the 
monarchy were enacted and the first elements of parliamentarianism -  
'enlightened' versions of the monarchy -  appeared. Later, an ever-increasing 
range of rights were bestowed on parliament and the right to vote was 
extended to an ever-increasing portion of the population. Institutions of 
modern parliamentary democracy were gradually formed and strengthened. 
Over the centuries, more and more countries became democracies.

Closely tied to the changes of the political structure was the fact that an 
ever-increasing percentage of the population has been able to exercise their 
basic human rights -  freedom of speech, freedom of association and the right 
to participate in the decision-making process. Discrimination based on various 
criteria such as gender, race, religious affiliation, etc. is being progressively 
eliminated.

A number of authors have described the 'waves' of democratization that 
have occurred during the second half of the 20th century.6 The third swept 
Southern Europe, Latin America, and Asia from the 1970s to the 1980s; the 
fourth is the one we have just witnessed following the collapse of the Soviet 
and Eastern European communist regimes.7

Of course, the specific path of history differs from country to country. As 
I note above, progress towards democracy may come to a standstill or 
reverse its direction. But even an earthshaking change such as Hitler's rise to 
power, which led to the destruction of many millions of people and a cata­
clysm of immeasurable proportions, appears to have been -  on a historical 
scale -  a short-lived diversion from the main path. And the main direction 
eventually wins.

From the point of view of our topic, we must scrutinize the Communist 
Party's ascension to power. This is inextricably intertwined with the other 
'deviation' just discussed, namely that in countries where the Communists 
came to power they derailed the economic system off its main track, and 
forced their socialist programme on society. That imposition was made
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possible by their seizure of political power and the creation of totalitarian 
dictatorship.

Since 1990 the Central Eastern European region has been successful in 
backing out of the dead end of the political sphere and moving again in the 
main direction, similarly to the movement in the economic sphere. Though 
there has been much discussion concerning the strength of the prevailing 
democratic order and the extent to which it satisfies various requirements, 
for purposes of the present analysis, it should suffice to apply the 'minimalist' 
criteria of democracy. A 'democratic minimum' is fulfilled if a government of 
a country comes into power as a result of a competition for the votes of the 
citizens and can be removed from office within the framework of a civilized 
process8 without a palace putsch, military coup, assassination, or revolution. 
Elections held on the basis of political competition, together with the guar­
antee of other civil rights, create the procedures and mechanisms for officials 
to be removed and leadership to be transferred to others. This assures the 
elimination of tyrannical rule. It is tme, however, that beyond these minimum 
criteria one might require the fulfilment of various additional criteria within 
a thriving, consolidated democracy. Let us not forget, though, that to the 
person who has just recently been freed from the clutches of tyranny, even 
the democratic minimum means a great deal. In the research presented 
herein, we employed the following test: the process of rising to power meets 
the democratic minimum if as a result of the elections that have occurred 
since 1989 the incumbent governments had been replaced at least twice. The 
CEE-region easily passes the numerical threshold established in the test: in 
each of the eight countries there have been at least three such elections 
where the incumbent government was replaced though a civilized election 
process that resulted in a newly and democratically elected government taking 
office. As Table 1.4 illustrates, 30 out of the 38 elections that concluded the 
competitions of the political parties resulted in the replacement of the 
incumbent governing political power, party or coalition.

The two categories of historical changes discussed so far are asymmetrically 
interconnected. The appearance of a capitalist economic system does not 
automatically guarantee the emergence of a democracy; there were and 
are countries whose economic system is capitalist, but whose political struc­
ture does not fulfil the minimum requirements for a democracy. Indeed, a 
capitalist economic system can be compatible with partly, or even wholly 
dictatorial political regimes. But this independence does not hold in the 
other direction: democracy can only become a permanent form of political 
governance where the economy operates within a capitalist system. There is 
no democracy without capitalism.9

We are now in a position to recognize the following value-free historical 
fact: the new political structure of the Central Eastern European region 
reflects the main direction of historical progress over the last two millennia. 
Whether this is to be lauded, and if so why, is a question we return to later.
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Table 1.4 Electoral dismissals

Country
Elections

1989-2004
'Electoral

dismissals' Year(s) of dismissal(s)

Czech Republic 5 3 1990, 1992, 1998
Estonia 5 4 1990, 1995, 1999, 2003
Hungary 4 4 1990, 1994, 1998, 2002
Latvia 5 4 1990, 1995, 1998, 2002
Lithuania 5 4 1990, 1993, 1996, 2000
Poland 4 4 1991, 1993, 1997, 2001
Slovakia 5 4 1990, 1992, 1994, 1998
Slovenia 5 3 1990, 1993, 2004
CEE 8 38 30

Note: 'Electoral dismissal' occurs when there is (i) a major rearrangement of the governing 
coalition following elections, including (ii) the change in the government leadership and 
(iii) some shift in policy priorities; see the full explanation at the following website of 
Zdenek Kudma <ies.fsv.cuni.cz/~kudrna/MemoTable4.pdf>.
Source: Compiled on the basis of the Economist Intelligence Unit -  Country Reports at 
<www.eiu.com>.

The idea that the large-scale political and economic changes have certain 
main directions is acknowledged by some schools of history and other 
social sciences and denied by others. I have tried to distance myself from 
rigid and one-sided versions of this idea; I see no evidence that some kind of 
simple, linear and at all times unidirectional movement takes place. I have 
been explicit that, regarding both the economic and the political spheres, there 
may be stagnation and backward movement, as well as the permanent co­
existence of various economic and political systems.10 But these acknowledge­
ments do not undercut one of the main ideas of the current study, which is 
that it is possible to observe the main direction of the changes in the worlds of 
both economic and political institutions. The transformation that took place 
after the collapse of the Soviet and the Eastern European regimes provides a 
new and important supplement to the debate about the main directions.

2.3 Six characteristics
As a starting point for further analysis, I summarize the six most important 
characteristics of the transformation that has taken place in the Central 
Eastern European region during the past fifteen years.

1. and 2. The changes follow the main directions of development of Western 
civilization: in the economic sphere in the direction of the capitalist 
economic system, and in the political field in the direction of democracy.

3. There was a complete transformation, parallel in all spheres: in the economy, 
in the political structure, in the world of political ideology, in the legal 
system and in the stratification of society.

http://www.eiu.com
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4. The transformation was non-violent.
5. The process of transformation took place under peaceful circumstances. It 

was not preceded by war. The changes were not forced upon society as a 
result of foreign military occupation.

6. The transformation took place with incredible speed, within a time-frame 
of ten to fifteen years.

This has not been the first 'great transformation' in world history, to 
borrow an expression from Karl Polányi.11 He also emphasized the fact, 
which we already know from the study of world history, that other 'great 
transformations' have taken place at different times and in different regions 
of the world, sweeping transformations from one type of formation into 
another. Of the six characteristics listed above, three or four are discernible in 
other transformation processes as well. But the presence of all six characteristics 
together is unique in world history.

Allow me to present this conclusion in advance; I support it below by 
providing historical comparisons.

2.4 Historical comparisons
I compare five kinds of typical 'great transformations' with what has 
happened in Central Eastern Europe. It is obvious that in so doing we have 
not even begun to exhaust all comparative possibilities; a number of interest­
ing and important cases have been left out. (For example, the changes taking 
place in Russia in the last fifteen years, the transformation of the Southern 
European dictatorships into democracies, or a brand new example: the 
changes taking place in Iraq since the fall of the regime of Saddam Hussein.) 
Regardless, the five transformation cases to be scrutinized present us with 
substantial lessons to be learned. It is not easy to follow the rhythm of these 
comparisons: to facilitate an understanding of this, Table 1.5 presents a 
comparative overview of the logical structure of the comparisons.

A. First, we examine the transformation currently being evaluated by 
comparing it with the preceding movement which moved in the opposite 
direction: the destruction of the capitalist system and the creation of a 
socialist system. For brevity's sake I restrict myself exclusively to Soviet 
history. There is similarity in characteristic No. 3: there too parallel changes 
transformed all spheres of society. The similarity is staggering in characteristic 
No. 6, the speed at which the changes took place. The Communist Party 
grabbed power in 1917. The 'great transformation' was completed by the 
end of 1932, with the collectivization of agriculture when private ownership 
of the means of production was basically eliminated. Only fifteen years were 
required to put everything in place for the creation of what we call 'classical 
socialism'.12
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The striking difference lies in characteristics No. 1, No. 2 and No. 4. At 
the end of World War I, Russia was about to embark on the road toward 
establishing a Western type parliamentary democracy. A bloody revolution 
overthrew the earlier political authority, the tsar and his family were executed 
and the elite of the former regime were either killed or exiled into forced 
labour camps. Violence and terror imposed a new political and social order 
on society. This is a 180-degree opposite of the 1989-1990 velvet revolution 
and the non-violent nature of our current transformation.

In the remainder of my discussion, I focus only on transformations which 
share characteristic No. 1 with those taking place in Central Eastern Europe, 
in other words where the changes in the economy point to the main direction 
(or at least are not turning away from the main direction) of the changes in 
the economic sphere.

B. Characteristic No. 4, the non-violent nature of the transformation, 
cannot be considered to be self-evident. It is worthwhile to illustrate this 
with two historical examples.

After World War I, the Communists under the leadership of Béla Kun 
seized power in Hungary and proclaimed a Hungarian Soviet Republic. A few 
months later, under the leadership of Admiral Miklós Horthy, who became 
later Governor (i.e. head of state), the Communist rule was defeated and 
the former capitalist order was restored. The Red Terror was replaced by the 
White Terror during the initial months. Lynching, hangings and prison 
sentences were part and parcel of the transition and it took a few years until 
some sort of political consolidation was reached.

The second example is that of Chile. There Allende and his government 
embarked on a path which presumably could have led to the formation of a 
socialist system. But before it developed fully, it was destroyed by a coup 
headed by General Pinochet in 1973. A vindictive campaign, extra-judicial 
reprisals, political murders and torture were the trademarks of the attempted 
restoration of the pre-Allende economic system. Only after much suffering 
and after many years could democratic institutions develop in that country.

Let us compare these two historical episodes with what has just taken 
place in Central Eastern Europe. In the eight countries that are the subject of 
the chapter, the politicians of the former regime were neither executed nor 
imprisoned and there was no campaign of revenge conducted against them. 
In a number of countries, in preparation for a new constitution, civilized dis­
cussions were held between the leaders of the former ruling party and the 
new opposition leaders, who were readying themselves to take on political 
power. The power shift took place without bloodshed and without chaos at 
the highest levels of power.

As in our other cases, my aim so far has been simply to present the facts: 
assessment of their value will be offered in later sections.

C. The elimination of the socialist system continues to proceed in areas to 
the south and east of the eight countries under scrutiny. It would fit well into
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the logic of my analysis to take all the transformation processes one by one 
and make comparisons. Due to space constraints, however, I compare the 
changes that have taken place in the Central Eastern European region with 
those of only one country, China. Of course, only the future will show how 
far the trend of the capitalist economic development in China will reach, 
and how consistent will it be.

In the case of characteristic No. 1 -  and this is of fundamental importance -  
the Chinese and Central Eastern European transformations are identical: 
both point in the main historical direction, toward the capitalist economic 
system.

The most important difference, however, can be found in the case of char­
acteristic No. 2. Regarding the political structure, the development of the 
Central Eastern European countries also points in the main direction of 
Western civilization: it has moved away from the previous system, towards 
democracy and respect for human rights. By contrast, in China, the monopoly 
power of the Communist Party has remained intact, resulting in repression 
and the curtailment of human rights. While substantial changes continue to 
take place in virtually every sphere of society, one cannot even begin to talk 
about the parallelism mentioned under characteristic No. 3.

There is also a striking contrast to China's path regarding characteristic 
No. 4, the issue of non-violence. One cannot talk of a velvet revolution. 
Upon the death of the former tyrant Mao Zedong, the leadership struck 
those in his immediate environment with an iron fist. When the demands of 
the students of Beijing went too far in relation to the pace dictated by the 
rulers of the country, their protests were put down by military force. Those 
professing views displeasing to the Party are put in jail.

In terms of characteristic No. 5, there is no substantial difference between 
the cases: as in the CEE, China's changes are not forced by the imposition of 
outside military intervention. Whatever change does take place has been 
carried out by the imposition of internal force.

The difference is very substantial in terms of characteristic No. 6: the pace 
of institutional changes in China has been much slower than in CEE.

D. Finally we consider the transformation of West Germany during the 
period following World War II. We begin with characteristics No. 1 and No. 2. 
During the rule of the Nazis, the capitalist economic system basically con­
tinued to operate, but the political structure deviated fatally from the main 
direction. With regard to characteristic No. 3, there was no need for a 
complete transformation, only for a partial one. The most important differ­
ences can be found in characteristics No. 4 and No. 5. This obviously could 
not be a violence-free transformation. First, the power of the Nazis had to be 
destroyed in a war that required serious sacrifices, followed by punishment 
on the perpetrators of war crimes and crimes against humanity. The Allied 
Powers kept the country under occupation for a long period. The creation of 
basic democratic institutions was imposed from the outside through provision
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of the peace treaty enforced by the military presence of Allied troops. This 
became the starting point of the reforms brought about by internal forces. 
With regard to characteristic No. 6, the speed, measured on a historical scale, 
the democratization was very swift.

E. Having reached the end of these comparisons, it is time to return to 
the topic with which we began: the centuries-long process which led to the 
original formation of the capitalist economic system and democracy. In 
fact, several characteristics of these major transformations correspond to 
certain characteristics of the current (in comparison 'small') transformation 
taking place in the Central Eastern European region. By definition, charac­
teristics No. 1 and No. 2 are the same, since the characterization of ‘main 
direction' has been distilled from the major historical transformations. As for 
characteristic No. 3, if we look at the totality of the changes, it is clear that 
the economic and political transformation affected all spheres of social 
activity. However, if we consider these developments not in terms of cen­
turies but instead in a much shorter time-frame, we cannot talk about the 
close parallelism which was observable in the Central Eastern European 
region during the past ten to fifteen years. In a sequence varying by country 
and with different time lags, events accelerated either in the political 
sphere, or in the religious-intellectual-ideological world, or in the economy. 
Considering characteristics No. 4 and No. 5 there are differences by country 
and period regarding how peaceful or devoid of violence the changes 
were, and when the changes were accelerated by bloody uprising, revolution, 
war and the conquest of foreign countries. Some historical schools maintain 
that the Modern Age began with the discovery (meaning: conquest) of 
America, while others date it to the outbreak of the French Revolution of 
1789, which grew into a reign of terror.

The biggest divergence can be discerned, of course in characteristic No. 6, 
the speed of the change. It took capitalism centuries to become the prevalent 
economic system of an entire country. A centuries-long process preceded 
the realization of parliamentary democracy. By contrast, all of these have 
been completed with incredible speed in the Central Eastern European 
region now.

From the perspective of broad-scale history, the transformation of the 
Central Eastern European region was indeed extremely swift. But it is im­
portant to recall that there were politicians and economic experts who urged 
even faster changes. The countries were encouraged to compete with each 
other. As in a running race, odds were weighed: where will privatization 
come to an end first? Would the Czechs, the Hungarians, or the Poles be 
crossing the finish line at the end of the sixth or the ninth year? If we analyse 
these events from a historical perspective, we can sense the bizarre nature of 
such a contest.

A part of the populace also viewed the race with suspicion. In the framework 
of an international research project intended to measure the individual's
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ordering of values, citizens of a number of Central Eastern European countries 
were asked which they would prefer: the radical reorganization of society 
through a major revolutionary action, or a gradual improvement of soci­
ety through reforms. Seventy-five per cent of Czechs, 82 per cent of Slovenes 
and 67 per cent of Lithuanians chose the latter (see Halman, 2001, p. 170).

2.5 Accelerating factors in the transformation process
The comparative analysis of all six characteristics would deserve a separate 
study. Here, I discuss only one -  the sixth. Having observed the gradual 
transformation of the past ten to fifteen years to be exceptionally speedy, we 
may pose the question: what made this great speed possible?

1. On our first attempt we would likely offer a simple answer: it is easier to 
do something for the second time than to create it in the first place. We could 
quote from the well-known experiences of economic growth. The rebuilding 
of ruined economies has always been a faster process than the construction 
of original ones.

The 'restoration' argument however, only holds partially.
Let us start with knowledge and experience. Even those individuals who 

in their youth had gained some experience in the political or economic 
sphere before the Communists came to power were close to retirement age 
when the transformation began: most of those who had been active in the 
pre-socialist era had already passed away or retired. This type of knowl­
edge is not genetically transmitted, and there were not many families 
where the accumulated economic, business or political knowledge of the 
pre-socialist period would have been transmitted by the parents to their 
offspring. In the heads and thinking of individuals there was no such 
thing as a 'restoration' of old knowledge, rather it was the gaining of new 
knowledge.

However, we can find many counterexamples. There were families during 
the socialist era which preserved the old values and passed them onto the 
younger generations. It is not unheard of that grandchildren in one way or 
another carry on the trade of their grandparents. The socialist system 
destroyed the political, economic and social institutions which had operated 
in the previous era. They were not instantaneously resurrected. Nevertheless, 
counterexamples could be exhibited here also.

Overall, it could be stated that, although the transformation has been 
accelerated by the fact that at many points it had been possible to return to 
earlier developed traditions, behaviours and institutions in order to utilize 
them as starting points -  yet this reverting was not the strongest factor 
among the accelerating forces at all.

2. A significant proportion of individuals tend to instinctively take care of 
their own affairs, and have a spirit of entrepreneurship. The multitude of 
restrictions imposed by medieval society curtailed the amplification of this
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spontaneous endeavour and these barriers were only gradually and slowly 
eliminated. The loosening and the breaking down of the restrictions of the 
feudal order, and the expansion of private property and market coordination 
are intertwined processes. The socialist economic system incorporated even 
more crippling constraints into the system than those of its predecessors: 
it virtually hamstrung the proclivity for initiative and entrepreneurship. 
During the post-socialist transformation period the bureaucratic prohibitions 
set up by the socialist centralized economic administration were not slowly 
and gradually dismantled but broken down at breakneck speed. For this 
reason, the spirit of spontaneous entrepreneurship, this unique driving force 
of capitalism, literally burst into the economic scene.

3. There was no strong resistance to the transformation. When capitalism 
and parliamentary democracy developed slowly and gradually for the first 
time, there were various strata, groups, and classes of society who fought 
against it. The new order won in the struggle against the beneficiaries of the 
ancien régime. After the victories of the new order, the adherents of the old 
order engaged in a political, ideological and, in some cases, armed resistance 
against it.

This time it was different. Six years after Gorbachev started his reforms, by 
the time of the collapse of the Berlin Wall, the leaders of the communist 
order in Central Eastern Europe had already put down their arms. There were 
no movements inciting against the new order, its opponents did not resort 
to arms, there were no guerrilla fighters or terrorists. The majority of the 
members of the former 'old guard' had become disillusioned with their for­
mer ideals. The more resourceful ones changed sides, they tried to become 
businessmen -  many successfully -  even active players in the democratic 
political arena. Others wearily retired.

4. The most significant explanation for the rapidity of the transformation 
can be found in the effects of the external world surrounding the Central 
Eastern European countries. The expression ‘external world' is used in its 
widest possible sense to refer to various outside influences and circumstances.

One of the effects was the adoption of foreign examples. From the 
operational forms of corporate management and banking system to political 
institutions, from media programmes to advertising, from the organization 
of educational activities to the financing of the arts and sciences, there was 
hardly an area of social activity where foreign examples have not been 
followed.

There were numerous channels through which these examples found their 
way to the Central Eastern European population. People became acquainted 
with them during their trips abroad, some prior to 1990, many more after 
the changes took place. They read about them, or watched them in the 
cinema. Teaching about the foreign experience took place in schools, at uni­
versities, and at special seminars. Foreign consultants recommended their 
adoption.
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I am not claiming that the adaptation of foreign models is an easy matter. 
It is not enough just to observe how the British Parliament or a bank in 
Zurich works and then expect that everything will happen in the same way 
at the Hungarian or at the Estonian Parliaments, in the Czech or in the 
Polish banks. It is easy enough to recognize the model, but it is a much more 
difficult task to learn how to use it, and to adapt it to the local conditions. If 
learning were not a difficult and contradictory process, then the realization 
of the bulk of the transformation would not have taken fifteen years to com­
plete, and we would not need further cumbersome work to apply the model 
more effectively.

Foreign investors also exerted an extraordinary influence. Not only did 
they bring in capital, but -  in addition to technical know-how -  they 
brought knowledge about how to manage a company, and about what kind 
of legal system and behavioural norms are requirements for the operation of 
a capitalist economy.

The eight countries under consideration joined important international 
organizations -  under Western leadership -  such as NATO, OECD, and the 
WTO, and their relationships became more active with the World Bank and 
the IMF. The succession of various memberships culminated in their accession 
to the European Union. What in the language of Brussels is dubbed as the 
process of 'harmonization' took place not only in the realm of legislation. In 
every respect, Central Eastern Europe tried to assimilate Western examples. 
This accommodation was compelled and primarily driven by internal forces. 
However, it is no use denying that a certain level of external political pres­
sure was also discernible. Characteristic No. 5 is relevant in that there was no 
foreign military occupation. Not a single foreign country, not even the great 
powers, 'pushed' the small countries of Central Eastern Europe around. 
However, 'conditionality' did exist. The practice started with the Washington- 
based financial organizations and was gradually taken up by the European 
Union according to which the availability of funds for loans and grants, the 
expansion of existing relationships and the guaranteeing of various additional 
rights were increasingly tied to the satisfaction of certain preconditions. It is 
true, however, that these preconditions were generally formulated in such a 
way as to serve the long-term interests of the individual countries concerned. 
Still, many changes were forced upon them through external pressures or, 
at the very least, these pressures contributed to the speedier implementation 
of changes.

The geographical proximity of the Western world must have contributed 
to the intensity of the external pressures. The quickest ones of the recent 
great transitions took place precisely in those counties that were located 
directly on the border of the developed European countries.

5. The availability of modern technology was an important accelerating 
factor in the process. In this context, we are not referring to any special 
situation enjoyed by the Central Eastern European region. The pace of the
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European transformation was faster in part because nowadays everything 
changes at a faster pace. Consider, for example, the speed of transportation 
and communication at the end of the Middle Ages and at the beginning of 
the Modern Age, and compare them with the possibilities available to us 
today. Computers, the internet, e-mail and the mobile phone -  to mention 
only four -  exponentially accelerate the arrival of outside information for 
those desiring to emulate outside examples. This new technology con­
tributed to the accelerated pace of the publication and dissemination of new 
regulations and norms.

Even though there was an incredible lag in the dispersion of 'high-tech' in 
the region before the transition, its speed of development was significantly 
accelerated. It is true that the spread of computers and the use of the inter­
net is still relatively low.13 One thing that appears to be certain, however, is 
that information reaches decision makers and public opinion makers quite 
swiftly and the media are able to disseminate it rapidly to millions of people.

2.6 The first assessment: an unparalleled success story
I am convinced that what took place in Central Eastern Europe during the 
past decade and a half is an unparalleled success story in history. I believe this, 
in spite of the fact that I am fully aware of the grief and disappointment it was 
associated with -  an issue I address during the second half of the chapter. So, 
to be a bit more precise, here is my assessment: in spite of serious problems 
and anomalies -  assessing the situation from the perspective of great historical 
changes -  what took place in this part of the world, is a success story.

My conviction is based on a particular ordering of values. Others, basing 
their judgements on a different ordering of values may disagree.

On a scale of values, I accord pride of place to democracy and human 
rights. Perhaps this is because -  together with many of my contemporaries in 
Central Eastern Europe -  I lived through various forms of tyranny in which 
we experienced total deprivation of civil rights or a humiliating curtailment 
of human rights and in which we were subjected to brutal discrimination 
applied along various criteria. This is why I feel a strong aversion to argu­
ments comparing China's performance with that of the Central Eastern 
European region, which put biased and one-sided emphasis on its much 
higher economic growth. It is true that the growth rate in the Central 
Eastern European region is a great deal lower than that of China, though it 
is still respectable, and, as I point out above, the pace is already faster than it 
was during the last decade of the previous regime. I am ready to resign 
myself to a lower rate of growth than the leaps and bounds produced by the 
Chinese so long as it is coupled with a respect for democracy and human 
rights! I acknowledge that there are those who do not see the world in this 
way and who believe it may be worthwhile to forgo, or postpone, democracy 
for an indefinite period as in order to achieve rapid economic growth.
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At many times, the political institutions of democracy uncomfortably 
impede the concentration of the state's capacities on the promotion of 
growth, as well as on the forceful completion of reforms associated with 
greater convulsions. In my eyes, these drawbacks are far outweighed by the 
advantages of greater freedom rights provided by democracy. For Central 
Eastern Europeans, the fact that the integration with the European Union 
acts as a stabilizing force both in the political sphere and in the economy 
facilitates the creation of democracy.

I consider the transformation of the Central Eastern European region a 
success story because it established a capitalist economic system within a 
historically brief time frame, thereby placing our nations again on the course 
of development leading toward the main direction of history. It is not that 
I 'love' capitalism. It is not a very likeable system. But 1 hold those of its 
characteristics dear which are indispensable to the realization of the values I 
profess. In the long run, the economic advantages of capitalism will become 
manifest in the Central Eastern European region too: a sustainable higher 
growth rate of production, productivity and consumption than the one 
experienced under the socialist system, technical innovation, entrepreneurial 
spirit, and together with the above, an increasing level of prosperity for 
society as a whole. I also consider the values of economic growth and the 
increase in the standard of living it brings to be primary values. (Though, not 
with the finality and one-sidedness of those who would be willing to give up 
democracy for it.) Beyond the argument for the increase of material goods, 
there is another that is mentioned above: the very existence of a capitalist 
system is an indispensable precondition for a functioning democracy. These 
are those benefits that according to my ordering of values overshadow the 
disadvantages of capitalism. I acknowledge that there are others who sub­
scribe to a different system for weighing the advantages and disadvantages 
between them.

And finally, I consider the transformation of the Central Eastern European 
region a success story because it took place in a peaceful manner, devoid of 
violence. My own life experience must have provided the formative 
impression for my views regarding this. I survived a World War, bloody per­
secutions, hard and soft dictatorships, vindictive campaigns, the execution 
and incarceration of friends. It was enough! For me, the fact that this 
time there was no bloodshed, that no one was killed or imprisoned, was an 
extraordinarily beneficial development. I admit that there are those who view 
these changes differently. They believe that changes could have happened 
earlier had the former regime been overthrown sooner, even by resorting to 
the force of arms. There are those who condemn the lack of punishment for 
the guilty and find the dispensing of justice wanting.

The fact that external influences played a major role among the driving 
forces behind these changes does not change my favourable opinion. Foreign 
influences, such as knowledge, experience, culture and capital flowed into
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the Central Eastern European countries, enabling them to be better integrated 
into the European Union and into a globalized world. I am aware that some 
people feel offended by this, as they are concerned about the preservation of 
national traditions. They may also be disturbed by the fact that all of this 
will undoubtedly result in placing limits on the political sovereignty of the 
individual states. I admit that here we are facing a difficult trade-off.

I have tried to openly and without circumlocution disclose the ordering of 
values that underlie my own judgement. I do not do this for the sake of argu­
ing for it. There is no place here for rational argumentation, something that 
we economists always attempt to engage in. There are metarational ideas, 
beliefs and desires concealed behind these valuations -  and in this regard, it 
is unavoidable that there will be divergences of opinion between individuals 
professing different worldviews. Even if -  from the perspective of the great 
events of world history -  we were to agree on what actually took place in the 
Central Eastern European region, we cannot count on arriving at a consensus 
in assessing the results.

3 From the perspective of everyday life

3.1 Problems and worries
Emotions of success and failure intermingle in everyone's life who either 
participated in, or was an empathetic observer of, the transformation taking 
place in the Central Eastern European region. Far be it from me to engage in 
a cheap 'success propaganda' campaign. We are not facing imaginary difficul­
ties, nor are these problems encountered by a small portion of the populace; 
we are up against some very real and serious negative phenomena.

In the beginning of the new era, the real income of the majority of citizens 
living in the Central Eastern European region was significantly below the 
average for member countries of the European Union, and a considerable 
proportion were at the poverty level. Since that time, regardless of how much 
the world changed around us, the real income of a significant proportion of 
the population has remained unchanged, and many among the impover­
ished have become mired at the low level of their earlier living standard. And 
there are a non-negligible number of people whose standard of living has 
discernibly deteriorated. We cannot be certain that in every case, the degrad­
ation was attributable to the change in the political system, but it certainly 
took place during the period since 1990. These are those individuals who 
consider themselves the unequivocal victims of this era.

A dramatic restructuring has taken place in the area of the distribution of 
income and consumption. Though critics of the socialist system rightfully 
complained that a system of material privileges did indeed exist, the dis­
tribution of income and consumption generally lay within a rather narrow 
range. The ten to fifteen years since then has been enough to affect a marked 
increase in the existing levels of inequality, as shown in Tables 1.6 and 1.7.14
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Table 1.6 Distribution of income: Gini coefficient

Pre-transition 
Country 1987-1989

Mid-transition
1996-1997

Post-transition
2001-2002

Percentage change 
from pre- to 

post-transition

Czech
Republic 19.8 23.9 23.4 18

Estonia 28.0 36.1 39.3 40
Hungary 22.5 25.4 26.7 19
Latvia 26.0 32.6 35.8 38
Lithuania 26.3 30.9 35.7 36
Poland 27.5 33.4 35.3 28
Slovakia 19.4 24.9 26.7 38
Slovenia 21.0 24.0 24.4 16
CEE 8 23.8 28.9 30.9 29
EU 15 26.9 27.8 28.6 7

Notes·. The Gini coefficient is a measure of the degree of inequality in the distribution of income. 
It is equal to '0' in the case of total income equality (everyone receives the same income) and to 
'100' in the case of total inequality (one household receives all the income). In this table estimates 
are based on interpolated distributions from grouped data from various household budget surveys. 
Survey coverage may vary over time. Data refer to the distribution of individuals according to 
household per capita income. Five data points for the EU average are not available -  Belgium (2), 
Spain (2) and Portugal (1).
Sources: CEE 8 data from various sources compiled for the UNICEF IRC TransMONEE 2004 Database. 
EU IS data: OECD Society at a Glance: OECD Social indicators 2005 and the World Bank World 
Development Indicators 2005.

Table 1.7 Consumption inequality

Share of income or consumption Richest Richest
(percentages) 10% to 20% to

Country Survey
year

Poorest
10%

Poorest
20%

Richest
20%

Richest
10%

poorest
10%

poorest
20%

Czech
Republic 1996 4.3 10.3 35.9 22.4 5.2 3.5

Estonia 2000 1.9 6.1 44.0 28.5 14.9 7.2
Hungary 1999 2.6 7.7 37.5 22.8 8.9 4.9
Latvia 1998 2.9 7.6 40.3 25.9 8.9 5.3
Lithuania 2000 3.2 7.9 40.0 24.9 7.9 5.1
Poland 1999 2.9 7.3 42.5 27.4 9.3 5.8
Slovakia 1996 3.1 8.8 34.8 20.9 6.7 4.0
Slovenia 1998/99 3.6 9.1 35.7 21.4 5.9 3.9
CEE 8 1996-2000 3.1 8.1 39.5 24.9 8.2 5.0
EU 15 1994-2000 2.7 7.4 40.2 25.1 9.6 5.6

Source: UN Human Development Report 2004 database.



On one side, a heretofore unknown level of conspicuous wealth has become 
readily apparent, while on the other, the poverty that was less obviously 
manifest before, has became more deeply entrenched and much more visible. 
This is appalling to the sense of social justice of many individuals who were 
otherwise not victims of the restructuring.

The serious problems enumerated above are connected to issues of 
employment. Open unemployment was unknown in the socialist economy; 
the employment rate was very high, every worker could feel secure at his or 
her workplace. Indeed, an inverse disequilibrium prevailed. The socialist 
economy created chronic shortages, including a chronic labour shortage -  at 
least, in the more developed and industrialized Central Eastern European 
countries. Whatever effect that had on efficiency, the workers enjoyed job 
security. This has come to an end. The employment rate has significantly 
declined and open unemployment has appeared. Its rate differs from country 
to country, but in all Central Eastern European countries the percentages 
are lower than the overall European average, as shown in Table 1.8. 
Unemployment came crashing down as a virtual trauma on society, as seen 
in Table 1.9.

Job security disappeared. This happened at a time when life itself became 
more insecure on countless fronts. In socialist societies, those who avoided 
risky political activity were surrounded by relatively solid and predictable 
conditions of livelihood. Now, all of a sudden, everything is in motion and 
nothing is known in advance. Formerly, a company existed forever and ever; 
nowadays, they are formed and go bankrupt from one day to the next. 
Previously, consumer prices were fixed for long periods of time, now they are 
in a constant state of flux. The average citizen cannot make sense of interest 
rates, or even rates of exchange. Though it used to be incredibly difficult to
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Table 1.8 Total employment

Country 1990 1991 1992
(1989
1993

= 100) 
1996 1999 2002 2003

Czech
Republic 99.1 93.6 91.2 89.8 93.5 88.2 88.0 87.4

Estonia 98.6 96.3 90.9 83.5 74.0 69.2 70.0 71.0
Hungary 96.7 86.7 78.1 73.1 69.8 72.9 74.1 75.1
Latvia 100.1 99.3 92.1 85.7 72.4 73.9 75.4 76.8
Lithuania 97.3 99.6 97.4 93.4 87.0 85.0 82.0 83.9
Poland 95.8 90.1 86.4 84.3 88.3 90.4 85.8 85.2
Slovakia 98.2 85.9 86.9 84.6 85.5 82.3 82.1 83.6
Slovenia 96.1 88.6 83.7 81.3 78.7 80.1 82.8 82.1
CEE 8 96.9 90.9 87.0 84.2 85.5 85.8 83.5 83.4
EU 15 101.8 102.3 101.1 99.6 100.7 105.2 109.2 109.5

Source: UN ECE Economic Survey of Europe 2005, n. 1, p. 125.
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get an apartment, once you got one, whether as a tenant or the occupant of 
a sublet, it was virtually impossible to be evicted. Nowadays, you can be 
evicted for simply not paying the rent. As the police state was being disman­
tled, public security was deteriorating (see Table 1.10). Everything that had 
been stiffened to the point of rigidity by overbearing authorities and bureau­
cracy became malleable, risky and insecure through the influence of market 
forces, competition and civil rights guaranteeing more freedom of movement.

Corruption existed during the old regime too, mostly in areas of mutual 
favours bestowed through political or personal contacts. Though there were

Table 1.9 Unemployment rates

(Per cent of labour force)
Country 1990 1992 1993 1996 1999 2002 2003

Czech Republic 0.7 2.6 3.5 3.5 9.4 9.8 10.3
Estonia 1.6 5.0 5.6 6.7 6.8 6.1
Hungary 1.7 12.3 12.1 10.5 9.6 8.0 8.4
Latvia 2.3 5.8 7.2 9.1 8.5 8.6
Lithuania 3.5 3.4 6.2 10.0 10.9 9.8
Poland 6.5 14.3 16.4 13.2 13.1 20.0 20.0
Slovakia 1.6 10.4 14.4 12.8 19.2 17.4 15.6
Slovenia 13.3 15.5 14.4 13.0 11.3 11.0
CEE 8 4.4 10.6 12.4 10.6 12.1 15.4 15.3
EU 15 7.3 8.7 10.0 10.2 8.7 7.7 8.1

Note: Figures for Estonia are only job seekers until 1999.
Sources: Registered unemployment rates for CEE 8 from the UN ECE Economic Survey of Europe 2004, 
no. 2, p. 85; Standardized unemployment rates for the EU-15 from UN ECE Economic Survey of 
Europe 2005, no. 1, p. 126.

Table 1.10 Crime rates

Country 1990
(1989 = 
1994

100)
1998 2002

Czech Republic 180 309 355 313
Estonia 124 200 270 321
Hungary 153 175 272 193
Latvia 117 146 137 190
Lithuania 118 189 260 247
Poland 161 163 192 253
Slovakia 150 293 198 227
Slovenia 96 110 139 193
CEE 8 156 194 228 249

Note: Crime data cover reported and registered crime only. 
Crime rates are subject to varying national legislation.
Source: UNICEF IRC TransMONEE 2004 Database.
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even incidents of bribing, these were uncommon and generally took place 
at the lower levels of the 'shortage' economy, to 'grease the wheels'. The 
majority of corrupt activities remained unseen and behind the scenes. 
Nowadays corruption is ubiquitous in the myriad of transactions in the 
political, economic and cultural sphere, in private transactions large and 
small, and at the highest and lowest levels of the governmental and social 
hierarchy. Many corruption cases become public knowledge. Everyone is 
angry, and -  often unwillingly -  many hands get dirty. It is almost impossible 
to avoid becoming involved in some transaction where one or another of the 
parties engages in certain shady transactions, and where either the client, 
the citizen, the seller or the buyer, would not attempt to bribe, or be 
involved in a phoney tax evasion scheme of some sort.

People are also upset about the disorder present in the political arena. 
Many view the multi-party system as not having created the preconditions 
for a sober political competition, but instead of having resulted in an un­
bridled struggle for power, lies, empty promises and the continual ranting and 
raving of the opposition against whoever happens to be in power. A signifi­
cant proportion of the population does not place sufficient trust in their 
Parliament. In this respect, the difference between the 15 old and the 8 new 
EU members is enormous, as seen in Table 1.11. Politicians are suspected of 
having been involved in corruption, sometimes because they violated the 
law, or at the least the unwritten law of ethics, and sometimes because they 
are slandered by political rivals.

I have mentioned some of the most serious issues. Though I could con­
tinue, I think this much should be sufficient to demonstrate that we are not 
talking about trifling inconveniences, but about genuinely overwhelming 
and serious problems.

3.2 Social disposition
There have been numerous surveys assessing the prevailing mood and social 
disposition of the citizenry of the Central Eastern European countries. They 
point to the fact that these opinions are divided. Many more respondents in 
the older EU member states answered 'yes' to the (apparently) simple question 
'Are you satisfied with your life?' than in the eight new member states under 
consideration, as shown in Table 1.12. The ratio of negative answers differs 
from country to country, as seen in Table 1.13. As an approximate average it 
appears that every third person in the region is either somewhat or very dis­
satisfied with his life.15

3.3 Cognitive problems
The intensity of people's reaction to troubles or its degree of bitterness is not 
merely a function of the real difficulties associated with the problem itself. 
When one experiences hardship, or observes the troubled with empathy, a 
great deal depends on how one perceives the problem at hand, and how one
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Table 1.11 Confidence in Parliament and other institutions

Parliament Civil Education 
Service system 

(percentage having confidence in)

Czech Republic 12.2 21.8 54.6
Estonia 27.0 40.4 73.9
Hungary 34.0 49.6 64.3
Latvia 27.5 49.2 73.7
Lithuania 10.6 20.6 66.6
Poland 32.8 32.6 81.2
Slovakia 42.8 38.7 76.3
Slovenia 25.3 25.3 80.3
CEE 8 29.3 33.8 73.7
Austria 40.7 42.4 86.2
Belgium 39.1 46.1 77.9
Denmark 48.6 54.9 75.0
Finland 43.7 40.9 88.8
France 40.6 45.9 68.4
Germany 35.7 38.7 72.6
Greece 29.0 20.2 37.0
Ireland 31.1 59.3 86.4
Italy 34.1 33.2 53.2
Luxembourg 62.7 59.5 67.8
Netherlands 55.3 37.5 73.1
Portugal 49.2 53.6 59.8
Spain 46.4 40.5 67.6
Sweden 51.1 48.8 67.8
UK 35.5 45.9 66.3
EU 15 39.1 41.1 66.8

Note: The respondents were asked to answer the following question: 
'tell me, for each item listed, how much confidence you have in 
them; is it a great deal, quite a lot, not very much, or none at all?' 
Those answering 'a great deal' and 'quite a lot' were counted as having 
confidence.
Source: Halman (2001, pp. 187 and 192).

deals with it. Let us attempt to survey som e of the m ost im portant cognitive 
problems from the standpoint of our topic.

1. Prior to something happening we entertain certain hopes and expect­
ations. After something happens we are often disappointed.16 As the disil­
lusionment over socialism began to take hold, expectations became more 
pronounced. The hope emerged that a change of the system would resolve 
all problems, quickly, for everyone.

Rightful hopes were intermingled with misconceptions and false illusions. 
Expressions like the 'West', the 'market', 'competition', and 'democracy',
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Table 1.12 Lifetime satisfaction

1990-1993 1995-1997 1999-2002
Country (average on a scale from 1 to 10)

Czech Republic 6.37 7.06
Estonia 6.00 5.00 5.93
Hungary 6.03 5.80
Latvia 5.70 4.90 5.27
Lithuania 6.01 4.99 5.20
Poland 6.64 6.42 6.20
Slovakia 6.15 6.03
Slovenia 6.29 6.46 7.23
CEE 8 6.40 6.20 6.20
Austria 6.51 8.03
Belgium 7.60 7.93 7.43
Denmark 8.16 8.24
Finland 7.68 7.78 7.87
France 6.78 7.01
Germany 7.22 7.22 7.42
Greece 6.67
Ireland 7.88 8.20
Italy 7.30 7.17
Luxembourg 7.81
Netherlands 7.77 7.85
Portugal 7.07 7.04
Spain 7.15 6.61 7.03
Sweden 7.97 7.77 7.64
UK 7.49 7.46 7.40
EU 15 7.26 7.24 7.30

Notes: The respondents were asked to mark their answer on a scale from 1 
(most dissatisfied) to 10 (most satisfied): 'All things considered how satisfied 
are you with your life as a whole these days.' The typical size of the sample 
was about 1,000 respondents per country.
Sources: World Values Survey and European Values Survey; see the following 
website <www.worldvaluessurvey.com>. Sanfey and Teksoz (2005) use 
these data to study life satisfaction in post-socialist countries. The table 
reporting the summary data for the EU-8 countries is on p. 17 of their paper. 
1 am grateful to Peter Sanfey and Utku Teksoz (EBRD), who provided the 
complementary data for the EU-15 countries and the data for region 
averages in direct communication.

resulted in mythical images which promised light without shade. Sobering 
words were few and far between, especially from the mouths of credible 
individuals. (When adherents of the old regime railed against capitalism, 
fewer and fewer people listened to them.)

The first great hopes got a cold shower with the serious transformational 
recession of the 1990s. The people had barely time to recover before new and 
unrealistic expectations were formed again, this time in regard to membership

http://www.worldvaluessurvey.com
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Table 1.13 Lifetime satisfaction: distribution of responses

Country

% not at all 
satisfied

% not very 
satisfied

(percentage of answers)

% fairly 
satisfied

% very 
satisfied

Czech Republic 5 26 57 10
Estonia 11 35 47 6
Hungary 11 34 45 9
Latvia 8 35 49 6
Lithuania 10 32 51 5
Poland 9 28 50 11
Slovakia 13 33 48 6
Slovenia 2 12 65 20
CEE 8 9 29 50 10
EU 15 4 17 60 19

Note: The respondents were asked the following question: 'On the whole, how are you satisfied 
with your life in general? Would you say you are ...?'
Source: Eurobarometer Public Opinion in the Candidate Countries survey conducted in October- 
November 2003; see the website <europe.eu.int./comm/public_opinion>.

in the European Union. These were kindled by various phrases referring to 
the 'convergence', and promises of multifaceted support to be supplied by 
the European Union. Many looked forward to the manifest and imminent 
benefits of accession with naive impatience.

The problems are great. But they are magnified to even larger sizes as the 
result of disillusionment.

2. A well-known phenomenon in social psychology is that how one feels 
about something is dependent not only on the real circumstances, but also 
on whom the individual compares himself to. During the period of loosening of 
the socialist system, people living in the western periphery of the Soviet 
empire comforted themselves by noting that they still were better off than 
those living in the Soviet Union. Especially in a place such as Hungary, my 
home country, where experiments with market-economic reforms had been 
going on for some time, this self-encouragement even sounded credible. But 
as the borders of these countries opened, and especially now that they 
became member states of the European Union, the 'reference points' have 
generally shifted. Everyone has started to compare his own circumstances 
with that of Germany, France or Scandinavia. Of course, the higher one's 
standards of comparison, the more one will become dissatisfied with the 
place where one happens to live. The impatience is understandable: now 
that we are members of the European Union, when will we catch up with 
our fellow member states? But it also leads to hopeless desires. Those clinging 
to the Western frame of reference are likely to remain permanently bitter, 
impatient and disillusioned.
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3. People very easily forget; both collective and individual memories are 
highly unreliable. Decades ago, we were flooded with complaints from indi­
viduals because certain consumer items were unavailable: one had to wait 
many years for a car or an apartment or a telephone line. Nowadays it seems 
that I, once the author of a book entitled Economics of Shortage (1980), will be 
left as the single individual in Eastern Europe who still remembers the short­
age economy and feels genuine joy that it is over. Chronic shortages have 
been replaced by abundant supplies. Nowadays, people grumble that we are 
awash in an incredible number of products, that prices are prohibitively 
expensive and that people are tormented by the 'consumer society'.

As a result of these poorly working memories, fundamentally important 
achievements, material and non-material benefits are being disparaged (such 
as freedom of speech, association and movement, the free competition of 
ideas, the right to protest and so on), even though they are clearly discernible 
in people’s everyday lives. Instead, current problems are accorded a greater 
relative weight.

In a 2004 survey individuals were asked to indicate on a scale ranging 
from -100 to 100 their evaluation of the current government as compared to 
that prior to the change in the political system, as seen in Table 1.14 and in its 
interpretation by Rose (2005). Although the incumbent governments received 
higher scores, it is remarkable that the ratings accorded to the previous system 
were not far behind. Grotesquely, all this leads to feelings of nostalgia. Many 
of those who muttered and hoped for changes during the Communist era find 
themselves thinking that the old regime was not that bad after all.

4. Finally, I would like to mention the flaws of causal analysis.

Table 1.14 Attitudes to regime: old, new and future

Old regime Current In five years 
Country (percentage of positive answers)

Czech Republic 32 69 82
Estonia 55 75 79
Hungary 58 64 81
Latvia 50 51 71
Lithuania 59 70 84
Poland 51 51 67
Slovakia 51 51 65
Slovenia 68 69 74
CEE 8 50 57 72

Note: The respondents were asked the following question: 'Here is a scale for 
ranking how our system of government works. The top, plus 100, is the best; 
the bottom, minus 100, the worst. Where on this scale would you put the 
former Communist regime / our current system of governing with free elec­
tions and many parties / our system of governing five years in the future?' 
Source: Rose (2005, p. 17).



The Great Transformation o f Central Eastern Europe 29

3.4 Causal analysis
There are many causes of the problems and difficulties suffered by the people 
of Central Eastern Europe. I only emphasize a few.

The region's level of development lags behind the West. This is not a new 
phenomenon; things have been this way for centuries. As one can see in 
Table 1.15, during the socialist period this relative gap expanded even further. 
There is a good chance that the relative backlog will gradually diminish, but it 
is highly unlikely that anything could occur in the social-economic-political 
arena that would fill the gap (which is more like an abyss!) in the immediate 
future, as shown in Table 1.16. Many of the negative phenomena, as well as 
the poverty, the lag in technological development, and the scarcity of avail­
able resources for health care, education and scientific research, can be 
explained primarily (but not exclusively) by the fact that the region is at the 
medium level of development, well behind the front runners.

Part of the trouble is also due to the fact that we are in transition. The 
structure of production had to be reorganized, since while old production

Table 1.15 Historical comparison with Austria

1870 1913 1937 1950 1980 1989 2000
Country Index (Austria's GDP per capita = 100)

Czechoslovakia 62 60 91 94 58 54 43
Hungary 59 61 81 67 46 42 36
Poland 51 50 61 66 42 35 36

Note: Czechoslovakia in 2000 is a weighted average of the Czech and Slovak Republics. 
Source: Calculated from the OECD database accompanying Maddison (2003).

Table 1.16 Convergence times to Western Europe

To EU 14 100% To EU 14 80% 
Country (years)

Czech Republic 38 21
Estonia 60 45
Hungary 46 31
Latvia 74 59
Lithuania 68 52
Poland 72 55
Slovakia 48 33
Slovenia 30 9
CEE 8 55 38

Note: EU 14 means all old members, excluding Luxembourg. The 
results are based on the assumption of a real per capita GDP growth 
rate of 1.74 per cent in the EU 14.
Source: Wagner and Hlouskova (2005, p. 367).
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lines ceased to exist, new ones did not take their place immediately. A new 
vacuum, new loopholes and an absence of regulation came into being in the 
midst of institutional transformation. While in many places the old guard 
was removed, the new management was still inexperienced. The fact that 
these difficulties are of a transitional nature is not sufficient to reassure 
everyone, for it is difficult to wait for them to be over with.

Other problems emanate from the very nature of the system. Like every 
system, capitalism has certain inborn system-specific negative characteristics. 
As long as capitalism is what it is, there will be unemployment, there will be 
income inequality, there will be economic winners and losers, and there will 
be excessive advertisements and so on. Wise, forward-looking and consistent 
governmental policies can mitigate some of the genetic faults but they 
cannot completely eliminate them. Serious and level-headed believers in the 
capitalist system accept these problems because, despite its deficiencies, they 
find the overall package more palatable than the socialist system.

The same thing can be said about democracy. The great multitudes of 
Central Eastern Europeans who are becoming disenchanted with democracy 
are like disillusioned lovers. They are irritated by the often barren verbal 
tirades taking place in parliament, by the mutual accusations levelled by 
various political parties at one another, by lying promises, and by seeing scan­
dalous affairs swept under the carpet. Yet these are not anomalies associated 
with young democracies! Similar phenomena can be frequently observed in 
great democracies with a long history; they are not restricted to relative new­
comers. The importance of the truth reflected in Churchill's words will not 
be diminished, though they have been quoted millions of times. Even given 
all its faults, democracy is still a better system than any form of tyranny, 
regardless of how wise, enlightened or clean-handed a dictator might be. 
Unfortunately, in the Central Eastern European countries a non-negligible 
proportion of the population does not think this way. Table 1.17 draws 
attention to disturbing phenomena.

Wrong decisions made by politicians -  governments, the ruling party or 
the opposition, or the leadership of various advocacy groups -  may create 
troubles, or exacerbate pre-existing difficulties brought on by extraneous 
circumstances. Consider the following example. It can be stated with certainty 
that capitalism gives birth to disparity. But tax policies favouring the rich 
while afflicting the impoverished, or poorly distributed state subsidies, can 
make matters even worse.

I have identified five different causes for the current problems (medium 
level of development, problems brought on by the transition, the system- 
specific problems of capitalism and those of democracy, and wrong decisions 
made by politicians); and of course there are others. One reason for the exist­
ence of a feeling of general malaise in society is in the confusion of these 
various causes in people's minds. In cases of multi-causal phenomena, the
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Table 1.17 Endorsement of undemocratic alternatives

Communist Army Dictator 
(% regarding as better)

Czech Republic 18 1 13
Estonia 8 2 40
Hungary 17 2 17
Latvia 7 4 38
Lithuania 14 5 40
Poland 23 6 33
Slovakia 30 3 25
Slovenia 23 6 27
CEE 8 21 4 29

Note: The respondents were asked the following: 'Our present system of 
government is not the only one that this country had. Some people say 
that we would be better off if the country was governed differently. 
What do you think? We should return to Communist rule. The army 
should govern the country. Best to have a strong leader who can 
quickly decide everything.'
Source: Rose (2002, p. 10).

objective and clear identification and separation of various causes pose a dif­
ficult task, even for professional analysts. Small wonder that errors are creep­
ing in the explanation of causes in the mind of people not specialized in the 
subject.

3.5 Once more about value judgements
I have tried to refrain from false generalization. So let me reiterate, as I 
emphasized above, that public opinion is divided: attitudes range from 
satisfaction with minor reservations, to grumbling and complaining, all 
the way to angry dissatisfaction. Allow me to make a few comments con­
cerning the mood of those whose judgement tends to lean more towards 
the negative.

Among those who offer these negative judgements, there is an unfortu­
nate mixture of half-true and half-erroneous establishment of the facts, a 
combination of half-substantiated and half-mistaken causal analysis, and an 
ordering of values that places the values of everyday life at the forefront. 
Those who judge from this perspective are not thinking in centuries-long 
historical perspective. They do not care what results the capitalist economic 
system and the democratic political order will produce in the distant future. 
They are experiencing these problems today, they are suffering from them 
now, or they are hurt by seeing others who are suffering now -  and for this 
reason, their experience of the change that occurred in the system is a fail­
ure, rather than a success.
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No one has the right to disregard the negative judgements of disappointed 
individuals. No one has the right to accuse them of short-sightedness, or of 
turning a blind eye towards the comprehension of great historical interrela­
tionships. Every person has only one life. Someone who is, say, fifty or sixty 
and poor, perhaps also unemployed, will not be compensated by the promise 
that later generations will be better off, for he will not have the chance to 
enjoy it. It is even difficult to bid the younger generation to have patience, 
since no lost moment today can be truly compensated later with a better one.

For this reason, should I retract the statement made in the first half of the 
chapter, when I said that the great transformation of the Central Eastern 
European region could be fundamentally characterized as an unparalleled 
success? No, I do not want to retract this. I do not believe it to be possible, or 
for that matter, permissible, to compile some kind of balance sheet for the 
sake of a summary and comprehensive value judgement. On such a view, 
there are the successes (with a positive sign), and there are the failures (with 
a negative sign), and if the balance is positive, then the ultimate outcome 
should be declared a success; if negative, then it must be looked upon as a 
failure. I cannot accept this simple additive 'balance-sheet' approach.

I keep two accounts and not one, and do not merge them. On one 
account, I gladly acknowledge a great success at the level of world history: a 
system was created superior to the former one, without bloodshed, with 
incredible speed. On the other account, 1 have the list of good and bad experi­
ence in everyday life; much joy and much pain. 1 consider it both sensible 
and defensible to say that what has happened in this region can be simultan­
eously considered a success in terms of its global historical significance, and 
a failure in many important aspects because it caused pain, bitterness and 
disappointment for so many people.

4 On the tasks of the economic profession

I have no intention of blaming the man in the street for not having flaw­
lessly processed his experiences and perhaps for having come to mistaken 
conclusions in his mind regarding these problems. But I would not accord 
the same dispensation to ourselves, those doing research in the field of eco­
nomics. I am not addressing this only to those who happen to live in Central 
Eastern Europe, but to all who are concerned with this region or similar 
issues, wherever they may live.

Perhaps we may have gone too far in our acceptance of the famous 
comment by Keynes, according to which, in the long run we are all going to 
be dead. The type of real long-term analysis I attempted to deal with during 
the first half of the paper is quite rare. Nowadays in many PhD programmes 
economists are not even required to study history. One of the reasons for the 
overly negative judgement prevailing in Central Eastern European public
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opinion circles regarding the current great transformation is that scholars of 
the social sciences have neglected to analyse and evaluate the results within 
the requisite historical framework.

The various social science disciplines are separated not only from histor­
ical science, but also from each other. In preparing this chapter I encountered 
the unfortunate phenomenon that in the political-science literature which 
deals with the transformation from dictatorship to democracy, one finds 
almost no reference to studies of economists, while economists virtually 
ignore the works of political science. Without an interdisciplinary approach, 
it is impossible to understand and to evaluate the great transformations.

Mainstream economics relinquishes profound criticism of the capitalist 
economy to those professing radical views. Even when it accepts the fact that 
there may be problems, it lulls itself into believing that these problems can 
be reassuringly resolved by applying appropriate measures. It denies that the 
system may have inborn, insurmountable genetic defects.

In our profession, the careful and conscientious separation between the 
establishment of facts and their valuation is rather rare. It is not customary 
to frankly point out the ordering of values hidden behind the declaration of 
an economist. We consider it as self-evident that all share the implicit values 
accepted axiomatically by our trade: efficiency, productivity, competitive­
ness, growth, perhaps the principle of fair distribution of income; however, 
beyond these, very few pay attention to any other values.

There are academic economists who are happy to address a wider audience 
or the reading public. Even those who do not endeavour to do so, exert their 
indirect influence. Leading politicians, statesmen, businessmen, newspaper 
reporters and analysts who formulate public opinion pay heed to them. Not 
only can we make the great transformations more successful by making cor­
rect economic policy recommendations, we can also contribute to the more 
informed and well-balanced processing of the experiences and to helping 
people to find the right valuation of changes.

The great transformation in Central Eastern Europe is over. I have heard 
the ironic comment from my colleagues more than once: 'With this, so 
much for your weird science of "transitology".' I do not believe so. How is 
the transformation of China and Vietnam going to continue? What is going 
to happen in Cuba? How will the great transformation proceed in an Iraq 
under foreign military occupation? How will Iran be transformed? What 
transformation will take place in the Muslim countries?

Every transformation is different. Nevertheless, there are common elements. 
And we can only truly understand the unique properties of each country if 
we compare it with others. Not only is 'transitology' not over; its work has 
not even begun with the desired thorough approach. I hope that this chapter 
will spur a conscientious study of the accumulated body of knowledge on 
this subject.
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Notes
1. There have been several documents commissioned by the European Union to 

evaluate the status of the candidate countries. Thus, for example, just before the 
accession, a publication entitled the Comprehensive Monitoring Report (European 
Commission, 2003) was compiled. A good insight into this topic is provided by 
the annual Transition Reports of the European Bank for Reconstruction and 
Development (see, for example, EBRD, 2002). I mention some of the recent publi­
cations of academic authors that are often cited by the experts: Campos and 
Coricelli (2002), Csaba (2005), Kolodko (2000), Kornai (2000), Roland (2000), 
Stiglitz (1999) and Svejnar (2002).

2. It is not within my present scope to offer a definition of the term 'Western 
civilization', to enumerate its characteristics or delineate its borders. I use the 
term merely suggestively. Since it does not belong to the subject of my analysis, 
I leave the question open, whether outside of the region that is often referred to 
as the 'Western civilization', the trends outlined in this study have already 
appeared or will appear in the future. The historical spread of the capitalist econ­
omy is primarily emphasized by the various Marxist and neo-Marxist schools (see, 
for example, Brenner, 1976, and the literature of the so-called 'Brenner Debate'). 
Other streams of historical science, such as representatives of the French Annales 
school, also recognize this tendency as important. I refer primarily to the works 
of Fernand Braudel (1972-1973, 1992), as well as to Immanuel Wallerstein's 
(1974, 1979) writings in which he combined Braudel’s ideas with the findings of 
the neo-Marxist schools.

3. In some of my other writings, for example in The Socialist System (1992), I have 
attempted to give a more concise definition; I content myself here with a looser 
description of 'capitalism', one which is sufficient to encompass other character­
izations and avert conceptual debate.

4. Consider the following representative publications which concern the issue of 
periodization -  in particular, the topic of the beginning and end of the Middle 
Ages: Marc Bloch (1989), Jacques Le Goff (1982), Henri Pirenne (1937), and Peter 
Raeds (2001).

I am grateful to Gábor Klaniczay, who assisted me in gaining insight into the 
discourse of historians examining this very subject; his article (2001) provides an 
in-depth overview of the literature written on the subject of transition from the 
Middle Ages to the Modern Age.

In an interview, Peter Burke (1990), the well-known British historian stated: 
'Nobody can agree as to when the early modern period begins ... ' Perhaps we as 
present day economists and other scholars of the social sciences are too close to the 
events and it is for this reason that we could so easily agree on one thing: the fall 
of the Berlin Wall is viewed as the start of a new period in the region. Or, perhaps 
there is a greater degree of homogeneity and synchronization present in the events 
than there was during earlier periods of history.

5. Luxembourg and West Germany were excluded from the table due to unavailability 
of data.

6. I would like to draw attention to a few from the rich literature: Haggard and 
Kaufman (2005), Huntington (1991), O'Donnell, Schmitter, and Whitehead 
(1988), and Przeworski (1991).

7. See, for example Offe (1996) and McFaul (2002).
8. Schumpeter (1942) introduced this criterion, which put the procedure of attaining 

and forfeiting power in the foreground, into the realm of political philosophy.
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Following Schumpeter's interpretation, in my study (1998) of post-socialist 
regime change I highlighted the replacement of a government based on a parlia­
mentary election as a practically well applicable test. In her book, Susan Rose- 
Ackerman (2005) very aptly dubbed the procedural approach as the so-called 
'minimalist' interpretation of democracy. On the interpretation of democracy see 
also Dahl (1971) and Schmitter and Karl (1991).

9. On the connection between democracy and capitalism, several sharply conflicting 
views have developed over time. For me the most convincing argument is that 
according to which capitalism is a necessary, but not sufficient, condition of 
democracy. Among the classical writers on this topic, Hayek (1944) agreed with 
this statement while Schumpeter (1942) thought that democracy could evolve 
without capitalism. See also Rueschemeyer, Stephens and Stephens (1992), and 
Usher (1981) about this relationship.

10. I stress that my ideas about the main directions are restricted to 'Western civiliza­
tion'. I make no attempt to apply this concept mechanically to other civilizations. 
Such comparative analysis lies beyond the scope of this current study.

11. This is the title of Polányi's best known work The Great Transformation (1962).
12. As far as characteristic No. 5 is concerned, in the Soviet Union the revolutionary 

transformation did not take place on the orders of foreign occupiers but was dic­
tated by the domestic political power structure. There was a different situation in 
Eastern Europe, where the will of the Soviet political leadership proved to be the 
final authority. Nobody could refuse their orders due to the presence of Soviet 
military occupation forces.

13. TV and cellphones are the exception, both of which are in wide use.
14. Some Hungarian analyses show larger inequalities than the ones identified in 

Table 1.6 (see, for example, Tóth, 2004).
15. The data in Tables 1.12 and 1.13 are from different sources, based on different sur­

veys. It is worth noting that despite the two kinds of approaches, the characteris­
tic differences between the regions are quite close to each other.

16. Albert O. Hirschman (1982) pointed out that disappointment was a part of the 
human condition. He refers to Kant, who stated: 'Even if you were to grant man 
everything he wishes, all the same, at that very moment he will feel that that 
everything is not everything1 (see Karamzin, 2003, p. 40).

Especially the denizens of Western civilization are experiencing a state of ever 
present insatiability and disillusionment. In our case, this general feeling was 
further exacerbated by the frustration felt over the unrealized special expectations 
that followed the transition from socialism.

17. This list excludes references used exclusively as statistical sources for tables, unless 
the source is a published article or book.
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1 Introduction

In his Presidential Address, Professor Janos Kornai (2005a) evaluated the 
transformation in the eight Central Eastern European countries (CEE8) from 
two perspectives. From the perspective of everyday life, the transformation in 
the last 15 years brought much disappointment. Part of it is due to the change 
of the reference point -  now the bar is raised to the level of the developed 
Europe, but part of it is real, as the evidence shows that negative sentiments 
among the population are strong. On the other hand, from the long-term 
historical perspective, the transformation is a major success: not only have 
both the economic and political transformations been completed in the main 
direction of Western society, that is, capitalism and democracy, but also its 
completion was fast and peaceful. The long-run gain from the transformation 
could be high, even though the short-run pain is not negligible. In addition, 
because there is an intrinsic value of the political rights that were brought 
about by the transformation to democracy, transformation itself has an 
intrinsic value.

When turning from Eastern Europe to China, we cannot fail to notice the 
contrast between its transformation and that in the Central Eastern European 
countries. From the perspective of everyday life, the transformation in China 
has brought significant economic benefits to a population of 1.3 billion, 
which is a significant success. On the other hand, from the perspective of

* The authors are grateful to Shaoqing Huang for the research assistance in compiling 
the tables and figures.

38



Transformation in China 39

long-term history, it is ambiguous. In the economic sphere, much as in 
Central and Eastern Europe, transformation in China also moves in the same 
mainstream direction of the market economy. But in the political sphere, 
China has not yet moved in the mainstream of Western society, that is, 
democracy. At the time of writing, it is unclear whether China has only 
delayed the movement, or has not moved in that direction. Hence, China is 
still in the midst of a great transformation.

This simple comparison between the two transformations is instructive 
and serves as a starting point for our presentation which is divided into two 
parts. In the first part, section 2, we characterize China's transformation and 
assess the Chinese experiences in the last quarter of a century. In the second 
part, section 3, we develop a framework in order to understand some key 
features of the transformation. Section 4 concludes.

2 Characterizing China's transformation

In this section we first assess the economic achievement: it was a great 
success, but with problems. We then assess the political achievement: it had 
a slow pace, but with progress. Finally, we characterize the present state 
of China as a 'socialist market economy with Chinese characteristics', by 
carefully interpreting each term.

2.1 A great success in economic achievement, 
but with problems
The starting point is 1978. In December of that year, the Chinese 
Communist Party held a historic meeting that initiated a transformation 
known as 'reform and opening up'. It is customary for the Chinese to take 
the level of major economic indicators in 1978 as the benchmark. According 
to official Chinese statistics, during the 25 years from 1978 to 2003, China's 
gross domestic product (GDP) increased at the annual rate of 9.4 per cent. At 
that rate, the size of GDP doubles every 7.5 years. This implies that during 
the last 25 years, China's GDP increased by a factor of 9. By taking into 
account population growth, per capita GDP grew at about 8 per cent per 
year. At that rate, per capita income doubles every 9 years. China's per capita 
GDP in 2003 was 7 times the level in 1978, as Table 2.1 shows. China’s high 
growth continued in 2004, when the rate was 9.5 per cent. During the same 
25 years period per capita consumption grew annually at 7.8 per cent, 
matching the GDP growth, indicating that China's growth did not come at 
the expense of consumption.

China's high growth has an important feature: it has been closely related to 
China's increasing opening to the outside world. In 1978, China was one of 
the most closed economies in the world, with only $20 billion in total foreign 
trade. In 2003, foreign trade increased to over $850 billion so that the trade 
to GDP ratio increased to 60 per cent, as shown in Table 2.1. In 2004, the total
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Table 2.1 China: growth indicators

Real
GDP*

(billion
yuan)

Real GDP 
per capita* 

(yuan)

Real
consumption 
per capita * 

(yuan)

Total foreign 
trade

(US$ billion)

Total foreign 
trade/GDP

(%)

1978 658.4 684.0 334 20.64 9.80
1985 1,270.1 1,199.9 619 69.60 23.05
1990 1,854.8 1,622.3 803 115.44 29.98
1995 3,269.1 2,699.0 1,250 280.86 40.19
2000 4,864.5 3,838.1 1,847 474.29 43.19
2003 6,189.9 4,789.9 2,171 850.99 60.11
Average 9.4 8.1 7.8
growth
rate (%)

2003 level 940 700 649
(1978 = 100)

* At 1990 prices.
Source: Calculated from National Bureau of Statistics, China Statistical Yearbook (Beijing: China 
Statistics Press, 2004).

foreign trade expanded further and reached a new high of $1.1 trillion. By 
that measure, China's economy is quite open.

Some economists suspected that China's growth rate was overstated. For 
example, Madison figured that China's growth rate could be overstated by 
one or two percentage points due to an underestimation of inflation. Even 
reducing China's growth rate by two percentage points, as Madison did in 
his calculation, 7.5 per cent (6 per cent on the per capita) is still respectable.

But it is not easy to prove with confidence that China's long-run growth 
rate is significantly overestimated. Although the bias for overestimation 
exists, so does the bias for underestimation, especially on the contributions 
from the private and from the service sectors. In addition, the errors are 
likely to be counter-cyclical. China's growth rate could be overestimated 
during an economic downturn; a notable example is 1998 when the official 
growth rate of 7.8 per cent and the real growth rate were believed to be much 
smaller. But during economic upturns, the growth rate tends to be underes­
timated. A recent example is 2003 and 2004, when the official growth rates 
were reported at around 9 per cent, but several international investment 
banks considered that they could be over 10 per cent.

We examine some other indicators in physical units and thus less subject 
to the errors in price information. We look at telephone lines (fixed and 
mobile), motor vehicles, housing, and construction of motorways, providing 
the type of services to which middle-income economies give heavy weight 
(Table 2.2). The growth of telecommunications is remarkable: by July 2005, 
China had over 700 million subscriptions for telephone lines, one subscription
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Table 2.2 China: growth indicators in physical units

1978 1985 1990 1995 2000 2003 2005“

Telephone lines 
(millions): Fixed

3.12b 6.85b 40.71b 171.53 271.60 337.44

Mobile 0.018b 3.63b 84.53 269.95 363.17b
Motor vehicles 
Output (millions)

0.15 0.44 0.51 1.45 2.07 4.44 5.07b

Stock (millions) 1.36 3.21 5.51 10.40 16.09 28.83
Passenger car stock 
(per 1,000 pop'n)

1.33 2.03 5.41 6.96b

Urban housing (m2 
per person)

6.7 10.0 13.7 16.3 20.3 23.7

Housing investment 
(as percentage 
of GDP)

1.97 6.41 5.51 7.73

Length of 
motorway 
(thousand km)

0.5 2.1 16.3 29.7

“July.
b CEIC database.
Source: China Statistical Yearbook (Beijing: China Statistics Press, 2004), Xinhua News Agency and 
Economist Intelligence Unit.

for every two people. China now has the largest mobile phone subscription 
in the world, but the explosion in growth in mobile phones is a worldwide 
phenomenon and not surprising. The growth in fixed line subscriptions 
from 3 millions in 1985 to 300 millions in 2005 looks more impressive. The 
motor vehicle industry grew quickly from a low base, producing less than 
half million in 1985, 1.45 million in 1995, and over 5 million in 2004. The 
number of passenger cars per thousand people is still low, but the growth 
rate is high, from one per thousand in 1995 to 7 per thousand in 2004. 
Housing construction has been a major force in the investment boom. 
China invested 2 per cent of GDP in real estate in 1990, but in 2003 close to 
8 per cent. Urban household surveys indicate an increase in per person liv­
ing space from 6.7 square metres in 1978 to 23.7 square metres in 2003, 
implying that on average a three-person family would have over 70 square 
metres living space. Another indicator is the construction of highways and 
motorways, an important part of national infrastructure. In 1990, China had 
almost no motorways, just main roads. Since then, in less than a decade and 
a half, China built 30,000 kilometres of motorway, next only to the United 
States in total length.

Table 2.3 is on social indicators. First, as a developing country, the increase 
in non-agriculture employment is an essential component of industrializa­
tion and the key to raising living standards. Non-agricultural employment
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increased from 118 million in 1978 to 358 million in 2003. On average, 
China created non-agricultural jobs at the rate about 10 million annually, 
the size of Hungary's entire population. Secondly, China also made signifi­
cant progress in poverty reduction; not only did the percentage decline, 
but the absolute number also significantly fell while the population con­
tinued to increase (Table 2.4). On the Chinese definition of the poverty 
line, numbers in rural poverty were reduced from 250 million (or 31 per 
cent of the rural population) to 42 million (or 4.6 per cent) between 
1978 and 1998. On the World Bank definition of the poverty line ($1 a day) 
the reduction was from 280 million in 1990 (or 31.3 per cent) to 106 
million (or 11.5 per cent) in 1998. China, together with India, has 
contributed most to poverty reduction in the world in the last 25 years.

Table 2.3 China: social indicators

Employment
(millions)

Life expectancy 
(years)

Adult literacy 
rate(age > 15)a 

(%)

Non-agricultural employment In 1990 In 1990
68.55 77.7

Year Industry Service Total

1978 69.45 48.90 118.35
1985 103.84 55.32 159.16
1990 138.56 83.49 222.15 In 2000 In 2002
1995 156.55 119.79 276.34 71.40 90.9
2000 162.19 168.80 330.99
2003 160.77 198.23 359.00

a Human Development Report 2004 (New York: United Nations, 2004). 
Source·. China Statistical Yearbook (Beijing: China Statistics Press, 2004).

Table 2.4 China: population in rural areas In poverty

Chinese national standard World Bank standard

Year

Population 
in poverty 
(millions)

Percentage 
of rural 

population

Population 
in poverty 
(millions)

Percentage 
of rural 

population

1978 250 30.7 _ _
1990 85 9.5 280 31.3
1993 75 8.2 266 29.1
1996 58 6.3 138 15.0
1998 42 4.6 106 11.5
2002 28 - 88 _

Source: World Bank database.
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Because the poverty in these countries is the main source of world disper­
sion in income inequality, the world income distribution became less 
unequal, despite an increase of inequality within most countries.

China's adult literacy rate increased from 77.7 per cent in 1990 to 
90.9 per cent in 2002, which is higher than most lower-middle-income 
countries. Its life expectancy has increased from 68.55 years to 71.4 years in 
the same time period, bringing it to equality with Estonia and Hungary and 
into the range of upper-middle-income countries, according to the United 
Nations Human Development Report 2004.

China's growth may be astounding, but is by no means exceptional: it 
corresponds to that of East Asian high-performing economies between 1960 
and 1990.

China's great economic success is not without problems and we here focus 
on two -  rising inequality and corruption -  although there are others, such 
as environmental damage.

Several studies show that income inequality increased throughout the 
entire transformation period, except for the early 1980s: it increased within 
the urban sector, within the rural sector, as well as between the urban and 
rural sectors. China's overall Gini coefficient increased from 0.39 in 1988 to 
0.44 in a single decade. The average income ratio of urban residents to rural 
residents increased to over 3 in recent years, as Table 2.5 shows. China's Gini 
coefficient is higher than that of Central Eastern European countries (0.30) and 
the United States (0.41) but lower than those of Russia (0.49), Malaysia (0.50), 
and most Latin American countries (in the range of 0.60). Consumption 
inequality also increased. Between 1991 and 2003, the ratio of consumption

Table 2.5 China: Gini coefficients and consumption inequality

Gini coefficients* Consumption inequality **

1988 1995 2003

National 0.39 0.44 0.45 Richest 10% to Richest 20% to
Rural area 0.32 0.38 0.37 lowest 10% lowest 20%
Urban area 0.23 0.28 0.32
Average 2.0 2.8 3.1 1991 2003 1991 2003
income per
capita 2.42 5.66 2.02 3.95

Urban/rural

Source: * The data for 1988 are quoted from Li Shi (2003), 'Reviews and Perspectives on the Research 
of Personal Income Distribution in China [Zhongguo geren shourufenpei yanjiu huigu yu zhanwang]', 
Economics (Quarterly), Vol. 2 (2), pp. 379-403, and those of 1995 and 2003 are quoted from Li Shi 
and Yue Ximing (2004). 'Survey on the Income Gap between Urban and Rural Area in China 
[Zhongguo Chengxiang Shouru Chaju Diaocha]', Finance [Caijing], vol. 3/4, 2004.
** The National Bureau of Statistics, China Statistical Yearbook, Beijing: China Statistics Press, 2004, 
and 1992.
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expenditures of the richest 20 per cent to the poorest 20 per cent increased 
from 2.02 to 3.95, and that of the richest 10 per cent to the poorest 10 per cent 
increased from 2.42 per cent to 5.66 per cent. Both values are similar to those 
in the EU15, and lower than in the CEE 8 (as reported by Kornai (2005a)).

Corruption is recognized as a serious problem and the Chinese press 
frequently reports on corruption cases. Not surprisingly, China does not 
score high in the Corruption Perception Index compiled by Transparency 
International: for China the 2004 score is 3.4 (0 is most corrupt and 10 is 
most clean) and is ranked 71st in the world, more corrupt than Peru (67), 
Thailand (64), and Mexico (64), but less corrupt than Turkey (77), Russia 
(90), and Ukraine (122), as Table 2.6 shows.

On the perception of ordinary people about their satisfaction with life in 
general, we examined several recent Gallup surveys, as shown in Table 2.7. A 
Gallup poll in 2004 reported that nearly two-thirds of all Chinese say they 
are satisfied with the way things are going in their lives (12 per cent 'very sat­
isfied,' 51 per cent 'somewhat satisfied'). Remarkably 77 per cent also say they 
are satisfied with their family lives (21 per cent 'very satisfied', 56 per cent 
'somewhat satisfied'), and a similar proportion express satisfaction with their

Table 2.6 Corruption perception index: international comparison

Country rank Country/region CPI 2004 score*

1 Finland 9.7
5 Singapore 9.3

16 Hong Kong 8.0
17 USA 7.5
24 Japan 6.9
35 Taiwan 5.6
39 Malaysia 5.0
42 Hungary 4.8
47 South Korea 4.5
51 Czech Republic 4.2
59 Brazil 3.9
64 Mexico 3.6
64 Thailand 3.6
67 Peru 3.5
71 China 3.4
77 Turkey 3.2
87 Romania 2.9
90 Russia 2.8
90 India 2.8

122 Ukraine 2.2

* CPI score relates to perceptions of the degree of corruption as seen by busi­
ness people and country analysts and ranges between 10 (highly clean) and 
0 (highly corrupt).
Source: Transparency International (2004), www.transparency.org.

http://www.transparency.org
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Table 2.7 China: life satisfaction and confidence in the future

Satisfaction score Rating quality of one's personal life 
(in 2005 ) (%) at different time points (10-point scale)

VD SD SS VS 5 years In 5 years from
ago 2005 now

Your personal 8 15 45 32 National 3.48 4.45 6.49
health total

Your current 17 27 40 15
housing 

Your family 6 17 56 21 Urban 4.33 4.73 6.48
life

Your 8 14 34 11
children's
education

Your 13 26 46 14
community as 
a place to live

You job, or 
the work 
you do

15 25 38 10 Rural 2.92 4.26 6.49

Your 20 38 36 5
household
income

The amount 34 34 24 3
savings you 
have

Your own 23 32 35 8
education

Note: 'VS', ‘S’, 'D', 'VD' stand for, respectively, 'very satisfied', 'somewhat satisfied', ‘somewhat dis­
satisfied', 'very dissatisfied'.
Source: Compiled on the data of Gallup poll, www.Gallup.org.

personal health (32 per cent 'very satisfied', 45 per cent 'somewhat satisfied'). 
While family life and personal health are the areas of greatest satisfaction, 
household financial issues -  particularly savings and income -  provide the 
most widespread grounds for discontent. Majorities say they are dissatisfied 
with their own education (55 per cent), their household incomes (58 per cent), 
and -  most dramatically -  the amount of savings they have (68 per cent). This 
is evidence of rising aspirations for a richer life.

Another Gallup poll asked the people to rate the quality of their personal 
life at different time points. On the scale of 0 to 10, urban residents rated 4.73 
in 2005, compared to 4.33 five years previously, while rural residents rated 
4.24 in 2005, compared to 2.92 five years previously, a more significant

http://www.Gallup.org
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improvement. Asked to rate the quality of life five years hence, the Chinese 
seem to have confidence in the future: urban residents rated 6.48 and rural 
residents rated 6.49. It is interesting to note that the anticipated increase in 
confidence for the ensuing five years is bigger than the actual increase in the 
previous five years.

Overall, survey results show that most Chinese are satisfied with their life 
and reasonably confident about their future. But their aspirations are also 
increasing, and they are dissatisfied with their education, income and savings.

2.2 A slow pace in political reform, with progress
China scores very poorly in all of the indices on civil and political rights and 
democracy compiled by Western organizations. We cite the widely used 
indices compiled by Freedom House (Table 2.8) which show that in the 
category of political rights China's score remained 7 (least free) without any 
change in the period covered (1990-2003) and received an aggregate 'not 
free' rating. In 2003, Central Eastern European countries all have scores 1 
(the most free) and are rated 'free', but other Eastern European transform­
ation countries vary. Russia's score is 5, and Ukraine's is 4, and both have

Table 2.8 Political and civil rights indicators: international comparison

1990 1994 2000 2003
Country/ ---------------------  ---------------------  --------------------  ---------------------
region PR CL Status PR CL Status PR CL Status PR CL Status

China 7 7 NF 7 7 NF 7 6 NF 7 6 NF
Czech 1 2 F 1 2 F 1 2 F
Republic

Estonia 3 2 F 1 2 F 1 2 F
Hungary 2 2 F 1 2 F 1 2 F 1 2 F
India 2 3 F 4 4 PF 2 3 F 2 3 F
Japan 1 1 F 2 2 F 1 2 F 1 2 F
Malaysia 5 4 PF 4 5 PF 5 5 PF 5 4 PF
Mexico 4 4 PF 4 4 PF 2 3 F 2 2 F
Peru 3 4 PF 5 4 PF 3 3 PF 2 3 F
Romania 6 5 NF 4 3 PF 2 2 F 2 2 F
Russia 3 4 PF 5 5 PF 5 5 PF
Singapore 4 4 PF 5 5 PF 5 5 PF 5 4 PF
South Korea 2 3 F 2 2 F 2 2 F 2 2 F
Taiwan 3 3 PF 3 3 PF 1 2 F 2 2 F
Thailand 2 3 F 3 5 PF 2 3 F 2 3 F
Turkey 2 4 PF 5 5 PF 4 5 PF 3 4 PF
Ukraine 3 4 PF 4 4 PF 4 4 PF

Note: 'PR' stands for 'Political rights' (1 = most free, 7 = least free); 'CL' stands for 'civil liberties' 
(1 = most free, 7 = least free); 'Status' is freedom status ('F', 'PF' and 'NF' respectively stand for 
'free', 'partly free' and 'not free').
Source: Freedom House, wfww.freedomhouse.org.
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'partly free' status. In East Asia, both South Korea and Taiwan score 2, 'free' 
status, while Singapore's score is 5, only 'partly free'. Noticeably, in the civil 
liberty category, China's score did improve from 7 in the 1990s to 6 after 
2000. The combination of 7 in political rights and 6 in civil rights set China 
firmly within the overall category of 'not free'.

There is no doubt that the general pace of political liberalization is slow in 
China. Nevertheless, there are areas in which the country has made some 
progress, though not captured by the above indices. Village elections are an 
area that has received much attention, but their significance should not be 
overemphasized, because the village is not a formal tier of government under 
the Chinese Constitution. In discussing political progress, we mention the 
following three areas that deserve attention.

The first area is related to those individual rights that are directly related to 
the expansion of economic freedom -  that freedom has expanded and is a 
basic reason for the economic success in China's transformation. The last 
column of Table 2.8 shows that China's score on the economic freedom 
index compiled by the Heritage Foundation is around 3.5, which represents 
'mostly not free'. Ghana receives the same score but the index may underes­
timate the extent of China's economic freedom.

An important part of economic freedom is the freedom to move. That 120 
million 'floating migrant workers' (nearly one-third of China's total non­
agriculture labour force) have moved from inland provinces to work in the 
coastal provinces is strong evidence for such increased freedom. Table 2.9 
also gives some data from the Economist Intelligence Unit (UK). It shows a 
dramatic increase in visits abroad by the Chinese: international departures 
doubled between 2000 and 2003. International capital movement is exem­
plified in foreign direct investment, some $45 billion annually. In the last

Table 2.9 China: economic freedom

FDI, inward
Visiting
abroad,

departures
(million)

Current- 
account 

restrictions 
(5 = low)

Set up new 
business 
(5 = low  

regulation)

Index of 
economic 
freedom*

Amount
(US$,

billion)
% of 
GDP

2000 38.4 3.55 10.5 3 2 3.40
2001 44.2 3.76 12.1 3 2 3.55
2002 49.3 3.88 16.6 3 2 3.55
2003 47.1 3.26 20.2 5 3 3.55
2005 3.46

Source: The data without '*' are from Economist Intelligence Unit -  Country Data at <www.eiu.com>. 
Data with are from Heritage Foundation at <www.heritage.org>. Index of economic freedom 
includes 'free' (score: 1-1.95), 'mostly free' (score: 2-2.95), 'mostly not free' (score: 3-3.95), and 
'repressed' (score: 4-5).

http://www.eiu.com
http://www.heritage.org
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few years, China's current account restrictions were greatly relaxed due to its 
accession to the WTO, so the index measuring freedom in that dimension 
improves from 3 to 5 (5 is the most free). Regulations on setting up a new 
business are also relaxed and the index measuring freedom in that dimen­
sion improves from 2 to 3 (5 is the most free).

The second area to which we draw attention is progress in establishing the 
rule of law, even if China is still far from being a rule of law country. Table 2.10 
shows the World Bank's Governance Indicators on the rule of law for selected 
countries. China's score, around 50 (out of 100 maximum), is much higher 
than Russia and Ukraine (in the 20s) and is similar to those of Mexico and 
Romania. Both Mexico and Romania are richer than China and are democra­
cies (both receive 'free' status by Freedom House as shown in Table 2.8). The 
conclusion is that China is progressing in the area of rule of law.

The rule of law was formally incorporated into the Chinese Constitution 
in March 1999 when Article 5 was amended to include the principle of 
'governing the country according to law and establishing a socialist, rule of 
law country'. In 2004 Article 13 on the protection of private property was 
amended to state that 'citizens' lawful private property is inviolable' and 'the 
State, in accordance with the law, protects the rights of citizens to private 
property and to its inheritance.'

Last, but not least, we note the peaceful transfer of power during 2002-2004 
from Jiang Zemin to Hu Jintao. This is significant because it is the first time in

Table 2.10 Rule of law index: international comparison

2004 2002 2000 1998 1996

China 40.6 48.5 48.7 52.4 37.3
Hong Kong 90.3 84.7 90.4 90.8 90.4
Hungary 78.7 77.6 78.6 76.2 75.3
India 50.7 55.6 62.0 67.0 56.6
Japan 89.9 88.3 90.9 90.3 88.0
Malaysia 64.7 67.9 71.1 76.8 82.5
Mexico 45.9 47.4 46.0 40.0 54.2
Pem 31.9 36.7 38.5 37.3 40.4
Romania 48.3 52.0 51.9 49.7 44.0
Russia 29.5 21.4 18.7 22.7 19.9
Singapore 95.7 92.3 98.9 99.5 99.4
South Korea 68.6 76.5 73.8 76.8 81.9
Taiwan 77.8 78.6 79.1 84.9 84.3
Thailand 51.7 60.2 69.0 69.2 71.1
Turkey 54.6 53.1 59.9 65.9 58.4
Ukraine 23.2 21.4 26.2 23.2 28.3

Note: This index is a percentile rank (0-100), the higher, the better. 
Source: Kaufmann D., A. Kraay, and M. Mastruzzi (2005): Governance 
Matters IV: Governance Indicators for 1996-2004 (www.worldbank.org).

http://www.worldbank.org
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the history of the People's Republic of China that the top leadership changed 
in a peaceful way. In fact, Jiang Zemin became the first Secretary General of 
the Chinese Communist Party to step down gracefully. His immediate pre­
decessors, Zhao Ziyang and Hu Yaobang, were humiliated after stepping 
down from the post and, earlier, Party Chairman Hua Guofeng had been 
forced to resign in disgrace. The Gang of Four (including Mao's wife) were 
arrested within a month after Mao’s death. The President of the country Liu 
Shaoqi died in prison during the Cultural Revolution. This time, not only 
did Jiang Zemin retire peacefully, but the entire leadership retired with him. 
This set up a precedent, and was an achievement, albeit that we cannot say 
that the procedure of peaceful succession has been institutionalized.

2.3 Ά  socialist market economy, with Chinese characteristics'
To assess the nature of China's transformation in the past quarter-century is 
difficult. Although rapid growth in China is evident, there is debate on quali­
tative issues such as: Is China really a market economy? Is China socialist? Is 
the Chinese Communist Party still a Communist Party?

It may be useful to start with the Chinese government's official slogan 'a 
socialist market economy with Chinese characteristics’, comprising three 
key terms: 'market', 'socialism', and 'Chinese characteristics'. We ask three 
questions: 'To what extent is China a market economy?' In what sense is 
China socialist? And what is meant by Chinese characteristics? Our analysis 
here is positive, rather than normative.

The first defining term is ‘market economy'. We provide evidence to show 
that, after a quarter-century of reform, China has become an emerging mar­
ket economy. Although it is still far from being a mature market economy 
based on the rule of law, by its level of development (per capita GDP $4580 in 
2002 on PPP, Human Development Report 2004), China is a normal emerging 
market economy.

The first piece of evidence concerns ownership. Before the reform, private 
ownership of means of production was virtually zero in China. The ownership 
concept in China's context is more complex than in other countries, because 
in addition to the standard private ownership and state ownership, a third 
category of so-called 'collectives' also existed, albeit in rapid decline. In 
Chinese terminology state and collectives together are termed the public sec­
tor, and the collectives and private together are termed the non-state.

Table 2.11 shows that in 2001 the agriculture sector contributed 16 per cent 
of total GDP, the industrial sector accounted for 50 per cent, and the service 
sector, 34 per cent. Almost the entire agriculture sector (except for a small 
state farm sector) is de facto private under the household responsibility system. 
For the industrial and service sectors, studies have estimated the shares of 
state and state-controlled firms, collective firms, and truly private firms 
(including foreign firms). As Table 2.11 shows, the share of state ownership 
in total GDP declined from 48 per cent in 1990 to 38 per cent in 2001, and at
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Table 2.11 China: GDP by ownership and sector

Percentages

Year

By ownership By sector

State Collective Private Agriculture Industry Service

1990 47.7 18.5 33.8 27.1 41.6 31.3
1995 42.1 20.2 37.7 20.5 48.8 30.7
1996 40.4 21.3 38.3 20.4 49.5 30.1
1997 38.4 22.1 39.5 19.1 50.0 30.9
1998 38.9 19.3 41.9 18.6 49.3 32.1
1999 37.4 18.4 44.2 17.6 49.4 33.0
2000 37.3 16.5 46.2 16.4 50.2 33.4
2001 37.9 14.6 47.5 15.8 50.1 34.1

* Quoted from Xu Xiaonian and Xiao Qian, 'Another New Economy [Ling yi zhong xinjingji],' 
Report of the Research Department of China International Capital Corporation Limited [Zhongguo Guoji 
Jinrong Youxian Gongsi Yanjiubu baogao], 2003.
Source: China Statistical Yearbook [Zhongguo tongji nianjian] (Beijing: China Statistics Press), various 
years.

the same time, the share of private ownership increased from 34 to 48 per cent. 
Combining the private sector with the collective sector, which in recent 
years was rapidly privatized, the so-called 'non-state sector' accounted for 
62 per cent of the economy.

The second piece of evidence comes from a broader measure of marketiza- 
tion compiled by Chinese economists. The 'marketization indicator' consists 
of five components: government and market relationship, the share of the 
non-state sector, the development of a goods market, the development of a 
factor market, and market organizations and institutions. Table 2.12 shows 
an across-the-board improvement over time, in each region, and by each com­
ponent. This table also demonstrates that eastern coastal regions score higher 
in marketization indicators than the inland provinces. It also reveals that 
goods market liberalization proceeded faster than factor market liberalization.

Nobody disagrees that China's market institutions are still underdeveloped. 
The question is rather how China's market institutions compare with other 
countries, controlling for the level of income. In a simple exercise, we regress 
per capita income in PPP terms on the institutional index provided by EBRD 
for all transition economies including China (Figure 2.1). The data point 
of China is slightly below the regression line, indicating that the extent of 
institutional development is slightly above average for its given level of 
income.

We conclude that China is an emerging market economy. Although it is 
still far from a mature market economy based on the rule of law, it is not an 
outlier for its level of income and development.
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Table 2.12 China: marketization indicators

Components of the indicator, 
Aggregate indicator national

National East Middle West (1) (2) (3) (4) (5)

1997 4.98 6.36 4.63 3.86
1998 5.15 6.5 4.78 4.06
1999 5.14 6.51 4.7 4.08
2000 5.34 6.78 4.81 4.28 6.01 5.23 7.59 3.26 4.60
2001 5.74 7.37 5.11 4.56
2002 5.98 7.72 5.38 4.68 6.29 6.64 7.99 3.76 5.22

Note: (1) 'relationship between government and market'; (2) 'development of non-state economy’; 
(3) 'cultivation of product market'; (4) 'cultivation of factor market'; and (5) 'market organizations 
and the institutional environment'.
Source: Compiled from data in Fan Gang and Wang Xiaolu (2001, 2004).

Institutional quality index

Figure 2.1 Regression of per capita income on institutional quality: transition countries

‘Socialism'. The second defining term is 'socialism'. To answer in what 
sense China is practising socialism depends on the meaning of socialism.

Kornai (2005b) gives several definitions of socialism. The first definition is 
by ownership of the means of production, the definition used by Marx, 
Lenin and Stalin as well as Lange. With 48 per cent of the economy produced 
by the private sector and 62 per cent by the non-state sector, it is difficult to 
call China socialist on grounds of ownership.
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The second definition of socialism is that used by the social democrats in 
Europe. Disregarding the part on democracy, socialism here means welfare 
state. China is not a welfare state by that definition either. The Chinese 
government does not support pensions, health care and education in the 
manner governments of welfare states do. The simple reason is China is too 
poor. Table 2.13 shows that government expenditure on education, health 
care and other types of social development as a percentage of GDP declined up 
to the mid-1990s before bouncing back. Even by the standards of a developing 
country, the state provision of primary education, health care, pensions and 
job security in China is not high.

The third definition of socialism is the one related to fairness in income dis­
tribution. At the beginning of the reform, Deng Xiaoping redefined socialism 
as having nothing to do with ownership, but also nothing to do with the 
resource allocation mechanism of planning or markets. His favourite slogan 
was 'letting some people get rich first, and gradually all the people should get 
rich together'. While this sounds like 'trickle down economics', it expresses a 
desire for getting rich together, a social goal of a fair income distribution. In 
this aspect alone, this concept of socialism is close to the German 'social mar­
ket economy'. China has surely achieved the first part of Deng's goal, but not 
the second. Although the leadership of China has a goal of 'socialism' in 
terms of more equal distribution, the reality is that at the present time China 
is much less equal than most OECD countries, although it is in line with less 
developed countries at its level of development.

‘Chinese characteristics'. The third defining key term is 'Chinese charac­
teristics'. There are many features that make China special. China is a large 
country (hence different from small economies such as Singapore or 
Hong Kong); it has a long history of civilization (hence differing from

Table 2.13 China: government spending: social, cultural, 
education and health care

China

% of GDP % of government expenditure

1985 4.56 20.38
1990 3.98 23.92
1992 3.64 25.92
1995 3.00 25.74
1998 3.74 27.14
2000 4.90 27.59
2002 5.63 26.86
2003 5.51 26.24

Source: Compiled on the basis of the CEIC database.
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recently created states); it has a Confucian culture tradition (thus differing 
from the Christian religion of the West); it was an agricultural, low-income 
country at the time of reform (thus differing from the former Central and 
Eastern European planned economies); and it has Hong Kong and Taiwan as 
springboards for foreign investment, together with a large stock of overseas 
Chinese (which differentiate it from many other countries).

In our view, what matters the most from the perspective of transformation, 
especially the political economy perspective, is the 'leadership of the 
Communist Party'.1 It means the authoritarian control of the Party. There 
are two types of misunderstanding with regard to the role of Party control. 
First, by the very name of the Communist Party is often meant the Communist 
ideology of public ownership. However, the Chinese Communist Party is 
no longer a Communist Party committed to public ownership. It is also 
gradually moving away from being a totalitarian party in the sense of 
controlling everything and everybody.

While this misunderstanding is diminishing, it would be too early to con­
clude that the Chinese Communist Party is just an ordinary authoritarian 
party such as the PRI of Mexico, or a 'one-party system' country such as 
Singapore under Lee Kwan Yew or South Korea under Park Chung Hee. The 
Chinese Communist Party is still midway between a totalitarian and an 
authoritarian party, and is slowly evolving from of its past in ideology, and 
more importantly, in organization and institutions. The Communist Party in 
China still controls the country in many ways as in the past, but is slowly 
changing.

Control over propaganda and information and control over personnel are 
the two key components in this control. On personnel, the Party not only 
makes all appointments in the government, but also the executives of state- 
owned and controlled corporations, even though the latter are listed on the 
stock market and have their own boards of directors (Qian and Wu, 2003). 
The Party also controls the appointment of the executives in state-owned 
not-for-profit organizations in education, health care, media and society, 
which together constitute an important part of the service sector. In those 
organizations, the Party's control is just like before, because there are neither 
boards of trustees nor directors and no process of open search in the market 
for the most qualified people.

In summary, China has in the past quarter-century been transforming itself 
from a centrally planned economy with a rigid socialist ideology and the 
strict control of a totalitarian party. Measured by economic criteria, China 
has been a huge success, albeit with serious problems of increasing inequal­
ity and corruption. Measured by political criteria, China has made only slow 
progress. Now, China is an emerging market economy under an authoritarian 
rule of the Communist Party that abandoned its old ideology but is still 
operating in many ways as it did in the past.
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3 Understanding China's transformation

Having characterized China's transformation, we now develop a framework 
to understand some key features of this transformation. Although the trans­
formation is complex, we propose a simple framework to capture its essential 
elements.

3.1 Economic growth as the objective
There is a perception that the Chinese government is single-minded for eco­
nomic growth. But why is this the case? Many governments in the world do 
not have that objective. Redistribution of wealth, equalization of income, 
democratization or civil war can be alternative objectives. Even for the 
Chinese government pursuing economic growth has not always been the 
objective, certainly not during the Mao era, for example. The Chinese aspi­
ration for high-speed economic growth is by means an accident. We explore 
several explanations here. The first explanation seems obvious: China's over­
whelming objective of economic modernization is due to its low initial level 
of income -  at the inception of transformation, China was a poor, low- 
income country: in 1978 per capita GDP was around $600 in 2002 dollars in 
PPP terms. After the intense effort of a quarter of century, China's per capita 
GDP reached $4580 in 2002 in PPP, still the lower-middle-income level 
(Human Development Report 2004).

For Central and Eastern Europe, the starting point for the transformation 
was very different. These countries were already at the upper-middle-income 
level (per capita GDP more than $8,000 in 2002 dollars on PPP) in 1989, and 
their aspiration then as now is to reach the high-income level of Western 
Europe. It is not surprising that their preference orderings differ from those 
of the Chinese.

Not all low-income countries have an aspiration for economic growth as 
ambitious as China. The second explanation is historical. During the most 
of its 5000 years' history of civilization, China has been a leading economic 
power in the world. In AD 1000 China's per capita GDP was among the 
highest in the world. That was the time during China's Song dynasty. China 
declined after that dynasty, but according to Madison's estimates, China's 
total GDP due to its large population was still the largest in the world 
around 1820 when the Qing Dynasty Emperor Jiaqing died and his son 
Daoguang was crowned. China lost its lead in world GDP around the time 
of the first Opium War in 1840 some 160 years ago.

Chinese modern history began in the mid-19th century with the sad real­
ization by the Chinese that China's once glorious civilization now lagged 
behind the West both economically and technologically. China's share in 
the world's GDP continued to decline for about a hundred years until the 
Communists took power in 1950. Ever since 1840 the Chinese have sought 
to revive Chinese civilization and to regain the country's economic lead. The 
objective of economic growth can be understood in historical perspective for
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it reflects the priority among most Chinese over several generations to 
escape from poverty and to restore China's leading economic (and national) 
status in the world. That status which had prevailed for most of China's 
5000 years' history had been lost in the last 160 years. This Chinese sense of 
history reinforces their view that they should make economic development 
their first priority.

Indeed, China's current transformation is a continuation of the century- 
long effort to modernize its economy. There were several notable failed 
attempts in the 20th century. The Qing Emperor tried a 'new deal' in the 
first decade of the 20th century following the Boxer Rebellion and defeat 
by foreign forces in 1900, but it was interrupted by the Nationalist 
Revolution and the ensuing civil chaos. During the late 1920s and early 
1930s, the Nationalist government oversaw some rapid economic develop­
ment in the southern part of China, but it was interrupted by the Japanese 
invasion (1927-1937). When the Communists took power in 1949, China 
had a chance to develop its economy in peacetime. The economy indeed 
grew fast in the 1950s, but only between 1953 and 1957, when it was 
again interrupted -  by the Great Leap Forward and the Cultural 
Revolution, lasting for nearly two decades until 1976. Each of the three 
episodes of continued development lasted for no more than 10 years 
before the interruption of war or chaos. In total, there were less than 
25 years of economic development in the modern history of China before 
1979. Historically speaking, the current wave of economic growth is the 
most prolonged and uninterrupted longer than the three previous 
episodes combined.

The third explanation is the impact of the Cultural Revolution (1966-76). 
The Cultural Revolution is the most immediate historic event preceding the 
current transformation. In the late 1950s, the Chinese leaders realized that 
the Soviet model of central planning was inadequate, but Mao favoured 
neither central planning nor the market, and did not consider economic 
development as a prime objective at that stage. His radical aim was to change 
people's minds, above everything else, even if that meant delaying economic 
development for some time. He launched the Cultural Revolution, which 
was aimed at anything but economic development.

The tragedy of the Cultural Revolution has had a huge impact on the 
thinking of China's current leaders. They were convinced that the great mis­
take of the Cultural Revolution was that the country gave up economic 
development as the central objective: a consensus among them emerged, 
that economic development should take first priority. That was embodied in 
the historic Party meeting in December 1978: the Party decided to shift its 
operational focus to economic development. But that view was shaken by 
the Tiananmen Square events, when some Party conservatives argued 
against economic reform, embracing the ideology to ignore economic develop­
ment. A policy shift emerged during Deng Xiaoping's southern tour in 1992, 
when he formulated the ultimate objective as economic development.
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He argued for the chief criterion to be ‘whether it promotes the growth of the 
productive forces in a socialist society, whether it increases the overall 
strength of the socialist state, and whether it raises living standards'. These 
'three tests', together with his well-known statement '[economic] develop­
ment is the absolute principle', became the Party's official doctrine.

The fourth explanation is the demonstration effect from China's East Asia 
neighbours. After the Cultural Revolution and when China opened its 
windows, the Chinese were stunned by the fast economic growth in their 
neighbours, Japan and the 'Four Little Tigers' of Hong Kong, Taiwan, 
Singapore and South Korea. That type of growth was later replicated by 
Malaysia, Thailand and Indonesia, and was a shock to the Chinese leader­
ship, because they had considered these countries or regions (except Japan) 
were not as developed as Mainland China. The contrast was eloquent 
between China and these economies, especially between Mainland China 
and Taiwan, but at the same time, the East Asian demonstration of the 
feasibility of fast growth gave the Chinese confidence.

That the Chinese put economic development as their first priority in their 
preferences, above anything else, has a direct implication on transformation. 
In China transformation has never been for the sake of transformation, for 
modernization, first and above all, of the economy. Thus most Chinese view 
transformation (i.e. reform and opening up) as an instrument, not an objective. 
It is the desire for economic growth that has brought the demand for 
transformation. Modernization is the ultimate drive behind transformation, 
neither the other way around nor independently. After the Cultural 
Revolution, which was transformation without growth, the Chinese can no 
longer accept a transformation with no, or slow, growth. Hence one observes 
that China's transformation accompanies its economic modernization and 
its rise as an economic power. In contrast, the transformation in Central and 
Eastern Europe may have its own intrinsic value, and economic performance 
may not be the only criterion.

3.2 Maximizing growth subject to the constraint of Party control
To understand specific key features of China's transformation, we propose a 
simple framework of a constrained maximization: the Communist Party 
maximizes economic growth subject to the constraint of keeping itself in 
power. That objective reflects the preferences of most Chinese. The con­
straint is what 'Chinese characteristics' are about. Transformation is seen as 
seeking the solution to this constrained maximization problem.

In studying how this constrained maximization might operate, there are 
two views on the relationship between Party control and economic growth. 
On a first view, economic growth and Party control are complementary: 
Party control promotes economic growth. Thus, Party control promotes 
stability and avoidance of chaos, and stability is a productive public 
good for economic growth; the career concerns of Party cadres ensure that
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they pursue economic growth as their objectives in their regions and 
departments. On the other hand, when the population value growth 
highly, rapid economic growth provides the basis of Party legitimacy. This 
complementarity between economic growth and Party control is enhanced 
in a Confucian culturalization of respect for authority and of esteem for sta­
bility (and fear of chaos) under authority. On this view, Singapore under Lee 
Kwan Yew is a successful example, for the economy has grown fast under 
authoritarian rule.

On a second view, the constraint of the Party imposes a cost on economic 
development because such a control restricts individual freedom and decen­
tralized decision-making. Indeed, not all authoritarian regimes are able to 
promote growth: decisions under an authoritarian rule may be quick, but 
they may be wrong and persisting. Within the constraint of maintaining 
Party control, many reform strategies are not immediately feasible, and some 
may have to be delayed: searching for ways to reduce or minimize the cost of 
the constraint or to relax the constraint becomes an important part of trans­
formation. The Chinese have demonstrated their ingenuity in pushing for 
high growth by loosening Party control to expand individual freedom, but at 
the same time without losing control. Many second-best innovations 
emerge in such a constrained maximization problem.

This simple framework carries several implications that are empirical fea­
tures of China's transformation, some of which may seem puzzling viewed 
from other perspectives, or even contradictory from the experiences of other 
transformations. But they are logical within our framework.

Implication No. 1: Deng's strategy of'playing two hands hard'. Deng Xiaoping's 
strategy of 'playing two hands hard' dominated the thinking of the Party: 
playing one hand forcefully to keep the Party in power, while playing the 
other hand vigorously to develop the economy as fast as possible. There are 
two rules in this strategy. The first rule is 'do not give up Party control', 
which sets a boundary nobody can cross, and the second rule is to embrace 
any means to faster economic growth.

We provide two examples in the late 1980s and early 1990s to show how 
violating either rule was not tolerated. Both Hu Yaobang and Zhao Ziyang 
were diehard followers of Deng's economic reform in the 1980s, but they 
were discarded because they violated the first rule. In 1987, then Party 
Secretary General Hu Yaobang was sympathetic to the liberal intellectuals 
during the campaign against them: this was viewed as violating the first rule 
and he was dismissed. In 1989 Zhao Ziyang, then Party Secretary General, 
sided with the students during the Tiananmen Square events. This also was 
again viewed as violating the first rule and he was immediately dismissed. 
On the other hand, in 1990 after the Tiananmen Square events, a group of 
conservatives wanted to de-prioritize economic development and reform, 
e.g. by abolishing the 'household responsibility system' in rural areas and
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returning to the commune. Deng viewed them as violating the second rule 
and undertook a famous tour around southern China to stress that economic 
development is an immutable imperative that nothing should hinder.

Implication No. 2: Ideology is endogenous and secondary. In our framework, it 
is natural that ideology is endogenous and secondary. Market or planning, 
private ownership or public ownership, are only tools for the development 
of the economy and for the Party to retain control. If an ideology excessively 
restricts economic development, and if the Party can maintain control 
through other means, the ideology would be changed.

We cite three examples of such ideological shift by the Communist Party. 
The first is the shift from central planning to the market. After Mao's death, 
the Party leadership was divided on how to develop the economy. Chen Yun, 
representing one view, advocated a more moderate approach, in which the 
market played a supplementary role to central planning. Deng Xiaoping rep­
resented the more radical view of greater opening to the market. However, 
both Chen and Deng, the two major forces of the old generation in the Party, 
shared the objective and they only differed in the means to reach it. In 1992 
the Party decided on a 'socialist market economy' and abandoned the ideol­
ogy of central planning, without any opposition by Chen Yun.

The second example is on private ownership. What distinguishes the 
prototype Communist Party from all other parties in the world (including 
socialist parties) is its ideology against private property, as was the case for 
the Chinese Communist Party until the 15th Party Congress in 1997, when 
it abandoned that ideology by pronouncing private ownership as an import­
ant component of the economy. This paved the way for the amendment of 
Article 11 of the Constitution in 1999, placing private businesses on an equal 
footing with the public sector by replacing the original clause that the pri­
vate economy is a supplement to public ownership by a statement that the 
non-public sector, including individual and private businesses, is an important 
component of the socialist market economy.

The third example concerns the admission of capitalists into Party mem­
bership. Although private property facilitates economic growth, it may also 
undermine Party control. To prevent that, capitalists were allowed to join 
the Party, as was done at the 16th Party Congress in 2002. The Party 
claimed that it not only represented the working class but also capitalists, 
and welcomed the latter to join. Again, this major shift in the Party ideol­
ogy was undertaken because it helped the economy and kept the Party in 
power.

To many outsiders, such dramatic shifts in ideology seem hard to under­
stand. But it is very logical in our framework of constrained maximization. 
In Central and Eastern Europe, removing the Communist Party from power 
seemed to be the precondition for privatization and marketization, because 
the Communist parties declined to change their ideology. In China,



Transformation in China 59

marketization came first and privatization followed. It is the Communist 
Party that drives these changes.

Implication No. 3: Opening up faster than internal reforms. It is remarkable how 
China's economy has become so open to the outside world. Table 2.1 shows 
China's ratio of foreign trade to GDP is over 60 per cent, very high by the 
standard of a large country. For example, in neither the United States nor 
Japan is that ratio higher than 25 per cent. China has been the largest 
foreign direct investment destination for some years, and in other years still 
the largest after the United States. More than 400 out of the Fortune 500 
corporations have subsidiaries or offices in China. China seems more open 
than Japan.

China's embracement of globalization has been comprehensive and 
exceptional among developing countries in the 1990s. China's negotiations 
to join the WTO also demonstrate its determination to open up to the global 
economy. Unlike many other countries, China's government policy often 
exhibits 'reverse discrimination' in the sense that it favours foreign firms 
against domestic firms. For example, foreign firms generally pay lower taxes 
than Chinese firms. With WTO accession, foreigners can invest in China's 
banking and telecommunication industries, although these industries are still 
unavailable to Chinese private investors.

We observe that between the two basic policies, reform and opening up, it 
is often the case that opening up moves faster than reform. Figure 2.2 shows 
the index on economic freedom in several categories compiled by the 
Heritage Foundation. It demonstrates that in four categories (top marginal 
tax rate, size of government, legal system, and regulation) China's rankings

Institutional Quality Index of China

□ China 
a USA
□ Highest

Figure 2.2 China: internal institutional reform vs opening up
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are consistent and not very high, as compared to the United States and the 
best performer. However, one indicator stands out, that is the freedom to 
trade internationally. This fits our observation well, that in China opening 
up often moves faster than internal reform.

This is a natural implication from our framework. Opening to the outside 
benefits the economy enormously, but it poses few costs to Party control, 
because foreigners are not in the same position as the Chinese to undermine 
such control. On the other hand, the Party finds it easier to contain foreigners 
than the Chinese.

Implication No. 4: The rule of law before democracy. Our framework enables us 
to understand why the Chinese government has an incentive to pursue the 
rule of law before democracy. Table 2.8 shows that China's ranking in 
democracy (in terms of political rights) is the worst. But Table 2.10 demon­
strates that China's ranking in the rule of law index is in the middle range. 
China is making steady progress on the rule of law, as the Chinese gov­
ernment is willing to do, but as long as it is within limits. The rule of law 
can bring immediate economic benefits and supports economic growth, but 
its impact on Party control is less immediate. Democracy's effect on 
economic growth is ambiguous, but its effect on Party control could be 
immediate and devastating, as has been shown in Central and Eastern 
European countries.

Barro (2004) cites cross-country regressions that the rule of law is positively 
correlated with economic growth, but there is no such simple correlation 
between democracy and growth. The relationship is instead quadratic: at low 
levels, more democracy helps growth, but at high levels, it retards it. If this 
is so, then a little bit more democracy will perhaps be seen in the Chinese 
transformation.

Implication No. 5: The Party gives up direct control over firms. The final implica­
tion of our framework is for something that has not been done but is likely 
to occur: the Party might give up its direct control over the appointment of 
corporate executives. The cost of maintaining such control is increasingly 
high as many Chinese firms become more open globally. There has been 
much debate among the Chinese leaders as how to find the best way of 
relaxing Party control without losing control. The strict interpretation of 
Party control is to control everything, but this may conflict with economic 
growth. The looser interpretation of Party control is not to control every­
thing, but only critical matters. The Party's direct control over firms is not 
critically important for keeping the Party in power, and we can hence im­
agine that in future, the Party will no longer directly appoint top executives 
but only send board members according to the portion of the shares the state 
owns in the firm. Then, the Board of Directors, not the Party committee, 
would govern the firms.2 China has not yet reached that stage, but our 
framework would predict this direction.
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3.3 Uncertainty for the future
There is a great uncertainty for China's future, because two opposing forces 
are at work. On the one hand, while China's economic growth continues, its 
average income level rises: popular people's preferences for economic growth 
may shift to broader spheres, and the demand for political liberalization will 
likely increase. However, if the income disparity continues to expand, there 
may be opposite forces at work that might increase the demand for continued 
authoritarian rule.

A further increase in China's income inequality would make the poor and 
the rich, instead of the middle class, the major social forces in the society. 
The poor, underprivileged groups may demand an authoritarian govern­
ment to protect their interests by raiding the rich. On the other hand, the 
wealthy, strong interest groups may also want the government to limit 
competition from their competitors. Both would undermine the process for 
political liberalization. Some Latin American countries have had this experi­
ence, and it might be China's as well.

On the other hand, China’s per capita income can rise fast. In 2002, 
China's per capita GDP was $4580 on PPP. If China's per capita income 
continues to grow at the rate of at least 6 per cent annually; by 2015 (10 
years from now) China's per capita GDP would cross the threshold of the 
upper-middle income level, the level of Russia, Mexico, and Malaysia in 
2002. Although becoming richer does not guarantee a democracy, an 
upper-middle-income country would have a greater chance for political 
liberalization than a lower-middle-income country. In today's world, glob­
alization would further increase the demand for high quality and interna­
tionally compatible institutions. Technological change increased the 
importance of a knowledge-based economy, which in turn emphasized the 
role of professionals, an important part of the middle class. Professionals 
often value political rights more than other members of society.

China can look to its East Asian neighbours for precedents. In the cases 
of Japan and Indonesia, external forces played critical roles in their polit­
ical liberalization. In Japan, the United States imposed democracy after 
World War II. In Indonesia, democracy was introduced amid financial crisis 
through the external forces of the International Monetary Fund and the 
United States government. Singapore and Hong Kong are still not very demo­
cratic, even though their income is already at the high level: nevertheless 
both scored high on the rule of law and economic freedom, ranking better 
than the United States. The cases of Taiwan and South Korea are particularly 
interesting. After a long period of authoritarian rule, both experienced political 
liberalization starting in the late 1980s and continuing in the 1990s. At 
that time, their per capita income levels were about $8000 (1995 dollars). In 
both cases, political liberalization was peaceful, and without interruption 
of their economic development. Taiwan and South Korea are now function­
ing democracies. In both cases, former opposition leaders were elected as 
President at least in one of the elections.
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We do see some delay to political liberalization in East Asia relative to 
income level. But the delay is not indefinite: East Asian peoples value 
democracy, but tolerate an authoritarian regime somewhat more and some­
what longer, as long as it brings in substantial economic benefits. This may 
be due to the Confucians' culture of respect for authority and value for 
stability under authority. With the strong desire among the Chinese to see 
China grow in economic terms, with the average level of income is still low, 
and with the tradition of the Confucian culture, political liberalization in 
China might take longer than many hoped.

3.4 Concluding remarks
As compared to Central and Eastern Europe, China's transformation has 
both common and unusual elements. In the economic sphere it conforms to 
the worldwide trend of marketization and globalization and has generated 
large economic benefits, but in the political sphere it has not yet moved in 
the same direction as Central and Eastern European countries. The future for 
China's transformation remains uncertain.

Professor Kornai has a frank judgement on Central European transform­
ation, and he prefers their slower economic growth together with the com­
pletion of economic and political transformation to China's high economic 
growth. An ordinary Chinese might have a different value judgement, 
explained by two major factors. The first factor is the income level. China 
started its reform from a low income and even today is still a lower-middle- 
income country. Hungary, and Eastern Europe in general, started transform­
ation at the upper-middle-income level. It is not surprising that preference 
orderings would put more weight on economic benefits in the low-income 
countries. The second factor is the preference difference between intellectuals 
and the men and women on the street. Kornai's value judgement reflects his 
view as an intellectual who puts more weight on non-material benefits and 
long-run historical impact than on immediate material benefits as compared 
to an ordinary person. There is a difference between intellectuals and ordinary 
people in preference orderings. His assessment of Eastern European transform­
ation is clearly more optimistic than that of the population at large, as 
surveys show. People want more immediate material benefits, such as 
employment and growth, rather than transformation per se.

Therefore, in evaluating transformation, it might not be appropriate simply 
to judge the transformation of Eastern Europe by the standard of the Chinese, 
nor is appropriate to judge the transformation of China by the standard of 
the Europeans. On the other hand, although at the present time the prefer­
ence for economic development is strong, it may change. As China's income 
improves and its economy develops, the preference ordering and priority 
might shift from growth to those broader spheres evidenced in other coun­
tries or regions, including China's neighbours. It may thus not be the case 
that China's political transformation will be delayed indefinitely.
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Notes
1. For a general study of political economy in transition countries, see Roland (2000).
2. See Wu (2005) for details on this.
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Institutional Causes of 
Economic Underdevelopment 
in the Middle East: 
a Historical Perspective*
Timur Kuran
Duke University

1 The puzzle of Middle Eastern economic 
underdevelopment
To anyone who knows the Middle East, broadly defined to include North 
Africa and the Balkans, it is a puzzle that the region became and remains 
economically underdeveloped. Visit any major city in the region -  Cairo, 
Aleppo, Istanbul -  and you will encounter big covered bazaars, centuries old. 
Istanbul's stunning Grand Bazaar, whose core was built in the 1460s, boasts 
more than 4000 shops. Wandering in its vaulted streets, you appreciate the 
major commercial centres that the region has had. Travellers and resident 
foreigners of the sixteenth century marvelled at the size of the markets and 
at the variety of commodities traded. They were also impressed by the prevail­
ing living standards. None considered the region economically backward. 
Admittedly, some foreigners were critical of Islam, or of 'the Turk' who by 
then ruled much of the region, or of handicaps endured by visiting mer­
chants. However, informed foreigners did not consider Islam inimical to 
wealth creation or the region's institutions harmful to economic activity.

Yet, subsequently the region's economic output per person failed to keep 
up with that of countries now categorized as 'developed'. It fell behind 
Western Europe, and in the late twentieth century behind parts of East Asia 
as well. Except for a few sparsely populated oil exporters, no predominantly 
Muslim country, in the Middle East or elsewhere, currently ranks among the 
countries generally considered developed.

* This work was supported by the USC Institute for Economic Research on 
Civilizations through a grant of the Templeton Foundation’s Metanexus Institute.
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2 Searching for historical causes

To identify the sources of the Middle East's decline in economic standing, it 
helps to know when the slippage began. It was in the late eighteenth century 
that outsiders began to hint in unison that the region was relatively poor. 
Impressions can mislead, but work by economic historians confirms that 
in this case they were empirically sound. Modern economic growth had 
already taken off; in the nineteenth century Western Europe grew steadily 
faster than the Middle East and the divergence continued into the twentieth 
century (Özmucur and Pamuk, 2000; Easterlin, 1996). In the late eighteenth 
century, as various data show, certain developments came together to make 
Western Europe more hospitable to growth than elsewhere.

What is unique about this period of divergence in living standards? The 
eighteenth and nineteenth centuries mark the Industrial Revolution, whose 
hallmark was mass production based on new technologies. The new tech­
nologies emerged in Western Europe, which by then had the organizational 
means to exploit them. England, the Low Countries, and the rest of the 
region could finance mass production. They could mobilize the savings of 
large numbers and channel them into large projects. And they could pool 
the labour and capital of large numbers within indefinitely living companies 
(North, 2005; Lai, 1998; Mokyr, 1990; Jones, 1987).

These are capabilities now taken for granted, but they posed immense 
challenges in some parts of the world, including the Middle East. The new 
physical technologies were easily transferable. One can transport a steam 
engine on a ship, along with the technicians and raw materials needed 
to make the engine productive. By contrast, the organizational vehicles of 
economic advancement -  the institutions that enabled the West to exploit 
the new physical technologies -  cannot be readily transferred. A viable stock 
market cannot be established overnight, for it requires an intricate legal 
system; also a range of specialized professions, including schools to train 
them, must support its operation.

As growth took off in the West, the Middle East lacked the organizational 
capabilities to use the technologies of modern industry. To make matters 
worse, these could not be borrowed at will. Thus the Middle East was an 
economic laggard during the Industrial Revolution.

Two critical institutions blocked adaptations during the Industrial 
Revolution: the region's law of commercial contracts and its distinct form of 
trust, the waqf. Both institutions were elements of Islamic law, the region's 
dominant legal system after the rise the Islam. Neither had changed signifi­
cantly over the previous millennium, and in the nineteenth century both 
became the focus of legal reforms aimed at stimulating economic develop­
ment through secularization. Accelerating the growth process required, 
reformers of the period thought, modifying these Islamic institutions in the 
light of new global realities. Indeed, to understand why the Middle East fell
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behind during the Industrial Revolution we must identify the static and 
dynamic consequences of these two institutions. We must set out, that is, 
the short-term outcomes they enabled and blocked, and also their long-term 
effects on economic modernization.

3 Commercial contract law

By the start of the second millennium, Islam had generated a law of con­
tract that enabled the pooling of labour and capital through partnerships. 
Under the system enforced through Islamic courts, investors who could not, 
or did not want to, exert physical effort financed merchants and producers 
lacking the capital to undertake profit-oriented ventures (Udovitch, 1970). 
What is striking about the consequent partnerships is their small scale and 
short duration. Known as mudaraba, the typical partnership involved two 
people: a sedentary and passive investor, along with an active labourer. 
Their profit shares, which could be unequal or contingent, were set in 
advance and losses were shared up to a point. Whereas the active partner 
carried unlimited personal liability, the liability of the passive partner was 
limited. In particular, the latter risked only the capital that he placed at the 
partnership's disposal.

Islamic partnership contracts were enforceable over a vast area. As mer­
chants and producers moved, they carried their law with them, helping to 
spread Islam. In time, it would become possible to conduct commerce under 
a more or less uniform legal system over a vast area stretching from Morocco 
and Spain to India and Indonesia. Initially at least, Islamic partnerships did 
not hinder Middle Eastern capabilities in exchanges with Westerners. Around 
the start of the second millennium, essentially the same partnerships were 
used throughout the Mediterranean basin. In twelfth-century Venice the 
institutions governing resource pooling did not differ fundamentally from 
those of Baghdad (Pryor, 1977; £izakya, 1996).

Islamic law did not put any limits on the number of people who could 
contribute labour or capital to a commercial partnership nor restrict how 
long the partnership would last. It was legal for 50 people to pool labour and 
capital for a trading mission expected to last three years. As a matter of prac­
tice, however, the number of partners was usually two; in historical records, 
rarely do we encounter partnerships with more than five members. 
Moreover, the typical partnership was established to pursue a mission with 
an expected duration of at most a few months, such as a trading venture 
between Cairo and Aleppo.

At the end of an Islamic partnership its members could form a new part­
nership. In the medieval Middle East recontracting was possible and did 
occur. Yet, a medieval partnership was not what we now call a firm. 
Lacking legal standing, it had no life of its own. If a partner died before the 
contract had been fulfilled, the partnership ended, the assets were divided,
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and the deceased's share was distributed among his or her heirs. Whether 
the interrupted business activity was restarted depended on the prevailing 
inheritance system.

4 The Islamic inheritance system and its impact 
on m odernization

After the rise of Islam, the dominant inheritance system in the region was 
the Islamic inheritance system. According to rules outlined in the Qur'an, 
two-thirds of any estate is reserved for children, parents, spouse(s), and pos­
sibly other relatives. For any category of relatives, the share of a female 
equals half that of a male. Thus, a daughter gets half as much as a son, and a 
sister half as much as a brother.

By medieval standards, this system was remarkably egalitarian. It did not 
allow a parent to favour one child over others. No relative entitled to a share 
could be disinherited (Powers, 1999). On the downside, the system made it 
difficult to keep property intact from one generation to the next. Although 
ways existed to circumvent the egalitarian provisions of the inheritance 
regulations (e.g. inter vivos gifts to minor grandchildren), they all had ser­
ious drawbacks of their own. Consequently, successful businesses tended to 
fragment after their founder's death.

In principle, the heirs of a successful producer or merchant could reconsti­
tute his liquidated business. But the larger the number of heirs, the higher 
the reconstitution costs were. Successful businessmen -  those who com­
manded abundant capital -  were most likely to have many heirs, if only 
because they tended to have multiple wives. So the death of a partner was 
especially problematic if he was a successful businessman, in that untimely 
termination was especially likely to impose substantial reconstitution costs 
(Kuran, 2003).

If premature dissolution of partnerships was costly, their members would 
have tried to reduce the risks involved. These risks rose with partnership size, 
in that the probability of at least one death increased. The risks increased also 
with the duration of the partnership's business agenda. Thus, merchants, 
producers and investors could all minimize their risks by keeping their part­
nerships small and limiting their duration.

In the Middle Ages, premature dissolution could pose problems in Western 
Europe as well. Italian partnerships known as commenda became null and 
void if a partner died. However, inheritance practices differed between the 
Christian- and Muslim-dominated shores of the Mediterranean. Because 
the Bible does not explicitly specify an inheritance system, on matters of 
inheritance there was much more experimentation in Western Europe. 
Accordingly, inheritance practices in France, England, the Netherlands, 
Germany and elsewhere varied greatly over both space and time. In some 
places, including those that led the Industrial Revolution, a common practice
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was primogeniture, under which a deceased's business could fall in its entirety 
to his oldest son. Primogeniture greatly reduced the risks of premature part­
nership termination. It allowed a partner to pre-commit credibly to having a 
son take over in the event that he himself could not continue. It made it 
profitable, therefore, to form large business enterprises expected to last for 
years, as opposed to mere months.

Over many centuries, the consequent interregional difference in the scale 
and duration of business activity had a huge impact on business practices. In 
the West, precisely because businesses expanded and gained longevity, pres­
sures arose to develop more advanced commercial institutions (Hunt and 
Murray, 1999). Thus, standardized accounting methods were developed to 
facilitate communication among growing numbers of business partners and 
changes in their ranks. Likewise, stock markets developed to provide liquidity 
to people who invested in long-lived enterprises. In the Middle East, such 
innovations did not occur until the nineteenth century, essentially because 
the demand for organizational change was absent. Where partnerships are 
ephemeral and limited to at most a few people, no pressing need arises for 
double-entry bookkeeping because it is relatively easy for partners to agree 
to a simple accounting system of their own. Likewise, there is no need to 
establish formal equity markets as an instrument of liquidity because shares 
in ephemeral enterprises are already liquid.

The persistent smallness of traditional Middle Eastern enterprises also 
limited the division of labour. This is evident in the stagnation of the num­
ber of distinct commercial occupations. Lists of commercial occupations 
compiled from court transcripts, palace records, travel accounts, advice to 
sultans, and other written documents show that in the Arab Middle East 
their number stayed statistically constant between four early Islamic 
centuries (8th to 11th centuries) and the subsequent four-century period 
(12th to 15th centuries). During the same interval, the number of occupa­
tions in the state bureaucracy and the military tripled, and the number in 
education, law, and religion more than quadrupled (Shatzmiller, 1994). 
Given that division of labour is a correlate of economic dynamism, we may 
infer that there was enormous dynamism in certain sectors, but also that 
commerce was relatively stagnant.

We can hence identify a major reason why the Middle East fell behind the 
West. In the course of the second millennium, the West developed the 
capacity to form enterprises with hundreds, eventually even thousands, of 
employees and shareholders. Some of these enterprises lasted for many 
generations and by virtue of their long histories, they came to be very widely 
known. Because few Middle Eastern enterprises could compete with such 
enterprises, commerce between the Middle East and Western Europe fell 
increasingly under the control of Westerners (Kuran, 2003, 2005). Moreover, 
as the West industrialized, the Middle East could not exploit the technolo­
gies of mass production to form modern industries.
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The Middle East could not easily borrow the organizational forms that 
gave the West an advantage because, due to a millennium of organizational 
stagnation, the preconditions were lacking. Standardized bookkeeping and 
stock markets offer examples. Modern firms require double-entry account­
ing. In case of disputes, they need judges familiar with modern accounting 
conventions. If for no other reason, the indigenous courts were unequipped 
to handle financial cases involving modern firms. Likewise, the absence of 
stock markets made it difficult to raise the capital needed to start industrial 
enterprises. In sum, institutional borrowing was hindered by the lack of 
complementary institutions.

To sum up thus far, the Islamic inheritance system, by creating incentives 
to keep commercial enterprises small and short-lived, prevented the emer­
gence of modern commercial institutions from within Islamic law. These 
institutions emerged initially in Western Europe, helping to make it the first 
region to experience modern economic growth. The Middle East could not 
borrow the winning institutions in piecemeal fashion. Their complemen­
tarities meant that reforms, whenever launched, would have to be wide- 
ranging. Elence no major reforms of direct relevance to the private economic 
sector were initiated until the mid-nineteenth century, by which time the 
Middle East was already far behind the West, as a range of economic indices 
demonstrated.

5 The role of attitudes

Insofar as inheritance practices mattered, the West did not leap ahead by 
knowingly adopting the right regime. The people who adopted inegalitarian 
inheritance practices such as primogeniture could not have known the insti­
tutional dynamics that would be unleashed, or the global advantages that 
would eventually emerge. Rather, it was greater experimentation that gener­
ated the winning combination in the West.

Nothing in the foregoing argument relies on the common claim that Islam 
discourages commerce. In the medieval era the Middle East was as friendly to 
merchants as anywhere (Rodinson, 1966/1973). Its businessmen participated 
heavily in, if not dominated, several of the world's major long-distance trade 
emporia, including the Middle East itself, and also East Africa, Central Asia, 
and the Indian Ocean (Ensminger, 1997; Chaudhuri, 1985). Middle Easterners 
were commercially so successful, in fact, that where they went in large num­
bers, their commercial institutions, including Islam's law of commercial con­
tracts, went with them. Islam spread to the Far East and Africa not through the 
sword but primarily through trade. Vast numbers of conversions to Islam were 
motivated by the lure of joining Middle Eastern trade networks.

Notice also that the argument does not invoke attitudes toward innovation. 
The Middle East has never been opposed to innovation per se as a matter 
of general policy. Adaptations did occur as exemplified by the repeated
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adjustment of tax systems for reasons explicable through economic logic 
(Cojgel and Miceli, 2005; inalcik, 1994). However, during the second millen­
nium institutional changes occurred mostly outside the profit-driven private 
economic sector as evidenced by our data on the division of labour. The 
division of labour increased in state-controlled sectors, which points to their 
dynamism. By and large Muslim clerics went along with the state-introduced 
modifications -  evidence that Islamic institutions are not inherently static 
and Muslim clerics not inherently conservative. If commercial laws and 
techniques remained stagnant, this is because, until quite late, private mer­
chants, producers, and investors were unmotivated to demand fundamental 
changes.

In what ways has this history left its mark on the present? At the start of 
the twentieth century, native Middle Easterners, with the telling exception 
of religious minorities who purchased foreign legal protection, were unable 
to found or operate large companies (Kuran, 2004; Toprak, 1995). For 
this reason alone, domestic private capital accumulation was limited. 
Subsequently, modern economic institutions have taken root in the region; 
every major country now has growing stock markets, and each benefits from 
modern accounting systems. But adapting such transplanted institutions to 
local circumstances is taking time. It took centuries for the modern economy 
to develop in Western Europe. Given the recency of the first Middle Eastern 
steps toward economic modernization, it is not surprising that businessmen 
find the business climate less hospitable in, say, Egypt, than in developed 
countries.

There is, however, another channel by which the foregoing history has 
had an enduring effect. At the start of the twentieth century, partly because 
private capital accumulation was limited, civil society -  the part of the social 
system outside direct state control -  was weak. The resulting political vacuum 
allowed, even compelled, states to take the lead in economic development. 
State-centred development programmes have resulted in large bureaucracies 
and sharp limits on private economic freedoms. Even today, adaptations to 
global economic realities are slowed and hindered by the political weaknesses 
of civil society.

6 The w a q f

The other Islamic institution that played an enormous role in the Middle East's 
economic evolution, accounting for stunning successes but also for some of 
the shortcomings of recent centuries, is the waqf, which is an unincorporated 
trust established under Islamic law and overseen by Islamic courts. The 
founder of a waqf, man or woman, is an owner of private immovable property -  
land or buildings. The purpose is to provide a service allowed under Islamic 
law. A waqf may be established to support a mosque, a school, an orphanage, a
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park, a lighthouse, a region's water supply, or a road, among other possibilities. 
Whatever the nature of the service, it must be provided in perpetuity.

In the pre-modern Middle East, the waqf permitted individuals to supply 
in a decentralized manner a wide variety of public goods now commonly 
supplied by governments. In some respects it formed an admirable system: 
precisely because of its lack of centralized control, it was responsive to local 
needs.

Over many centuries, vast resources flowed into what became the waqf 
sector. The figures are staggering. By 1700, depending on the region, waqfs 
controlled between a quarter and half of all real estate. Their income was 
used partly to provide social services. In 1700, when Istanbul had a popula­
tion of around 700,000, 30,000 people were fed each day through waqf- 
financed soup-kitchens. Most of the centuries-old structures that tourists 
now admire -  fountains, inns, mosques, schools, bathhouses, hospitals, even 
certain markets -  are structures built and then operated for centuries 
through waqfs.

The waqf is not among Islam's original institutions. It is not mentioned in 
the Qur'an. The earliest evidence of its existence belongs to a century after 
the rise of Islam. Although the evidence is largely circumstantial, a key 
motivation appears to have been the quest for economic security. In the 
eighth and ninth centuries, when the waqf system took shape, private prop­
erty was insecure throughout the Middle East, as elsewhere. Arbitrary tax­
ation and outright expropriation threatened high officials, who were major 
landowners. These officials did what wealthy people still do: they looked 
creatively for a wealth shelter. The region's older civilizations, including 
Roman civilization from which Islam borrowed widely, had developed vari­
ous forms of trust -  endowments whereby a trustor set aside assets to be 
managed by a trustee according to his or her wishes. Early Muslims took the 
basic idea and developed it into a distinct and ingenious institution that 
achieved massive economic significance.

Why did assets become more secure when converted into the corpus of a 
waqf? Regardless of the service it provided, a waqf was considered sacred. 
Given this belief, which took root in its formative centuries, rulers were 
hence reluctant to tamper with waqf assets, lest they develop a reputation for 
impiety, lose legitimacy, and embolden political opposition. People endowed 
waqfs to protect their assets; in other words, to lower the probability of becom­
ing a victim of expropriation or arbitrary taxation.

If a founder's goal was to shelter assets for his own use, what would he 
have gained by setting up a trust to provide a public good? Just as a waqf was 
considered sacred, so establishing a waqf was considered an act of piety. The 
founder thus obtained, in addition to inner satisfaction, social prestige. But 
he also achieved significant material returns (Kuran, 2001; qiizakfa, 2000). 
The founder could appoint himself as the mutawalli (trustee and manager) of 
the waqfioi life. In this capacity, he could set his own remuneration, appoint
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relatives and friends to salaried positions, and designate his successor. The 
last privilege allowed him to circumvent Islam's inheritance rules. In setting 
up a waqf, then, a property owner did not simply engage in charity, which is 
the impression one might derive from the historical literature. A portion of 
the secured income accrued to him and his family. The quid pro quo for the 
privilege of sheltering some wealth for personal use is that ordinarily he 
accepted certain social responsibilities.

There was no hard rule regarding the share of the waqf income that the 
mutawalli could reserve for personal use. Local social norms determined the 
limit. If he went beyond the customary level, he could draw objections, 
prompting the courts to intervene. This institution provided identifiable 
benefits to diverse political players, which is one reason it lasted so long. 
The wealthy obtained from the state a credible promise of material security. 
For its part, the state could collect taxes without providing much in return, 
other than law and order; cities would run on services provided by the 
wealthy. Finally, the average person benefited from various subsidized ser­
vices. From his standpoint, this was a system that encouraged philanthropy 
and responded to local conditions. The system was bound, therefore, to gen­
erate coalitions with a stake in its continuation. Once in place, it would be 
preserved.

7 Static perpetuity

For all its strengths, this system had economic drawbacks, which became 
increasingly serious over time. The functions of a waqf had to be fixed in 
perpetuity, presumably to give credibility to the implicit deal between the state 
and the waqf founder. The static perpetuity rule kept a property owner from 
founding a waqf to provide a particular service and then, once the property had 
been secured, make self-serving changes to the waqf mission. Thus, the waqf 
was meant to be a rigid organization (Kuran, 2001; Schoenblum, 1999).

The consequent costs would have been limited in the Middle Ages, when 
demand patterns and opportunities were very slow to alter. As physical tech­
nologies and patterns of global comparative advantage started changing 
rapidly, the static perpetuity rule might have been expected to lock capital 
into seriously inefficient uses. Indeed, in the eighteenth and nineteenth 
centuries, when around the world resources were being reallocated to exploit 
new technologies of production, in the Middle East major waqfs became 
conspicuously dysfunctional. Their vast resources could not be transferred -  
at least not quickly -  to new waqfs, or moved outside the waqf sector, in order 
to provide new public goods, or supply old ones more efficiently. Nor could 
existing waqfs be reinvented. Thus, waqf-funded schools generally did not 
modernize their curriculum, and waqfs meant to finance public water foun­
tains were not merged to form a modern water system. Modern schools and 
water delivery systems emerged outside the waqf sector.
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In practice, of course, the waqf was not totally rigid. The law allowed 
operational changes and asset swaps in times of dire necessity. Waqf deeds 
contained ambiguities that mutawallis might exploit. The judges (kadis) 
empowered to stop modifications could look the other way as rules of 
operation and objectives underwent modification. Nevertheless, the costs of 
adaptation were high. Conscious of the returns to flexibility, judges often 
made their approval conditional on payment of a bribe. Therefore, a school 
established as a waqf exhibited greater inertia than if it had been founded 
as a corporation, that is, as a self-governing organization enjoying legal 
personhood.

8 Absence of the corporation

To put the last observation in comparative perspective, note that waqfs 
supplied services delivered in the West largely through corporations. Whereas 
Islamic colleges (tnadrasas) were financed by waqfs, the early European 
universities were founded as, or quickly became, corporations. In a major 
Middle Eastern city urban services were supplied by thousands of waqfs. In a 
Western city, similar services were provided by a municipality that enjoyed 
corporate powers. Mosque complexes, which delivered a huge array of ser­
vices ranging from education to charity, were organized as waqfs. Churches 
performed analogous functions under corporate structures.

Forerunners of both the waqf and the corporation were present in Roman 
law. The famous law code completed during the reign of the Byzantine 
emperor Justinian (r. 527-65) recognizes various forms of trust as well as 
rudimentary corporations. Starting in the eighth century, as the Middle East 
was developing the waqf as an antidote to predatory states and unreliable 
property rights, central authority was relatively weak in the West. Under the 
circumstances, corporations emerged to supply enforceable legal systems for 
associations seeking to differentiate themselves from the outside world, 
overcome anarchy, and exercise a measure of self-governance. Two separate 
institutional choices, made in response to distinct local conditions, thus set 
the two regions on divergent organizational paths.

The divergence continued until the nineteenth century, when corporations, 
including the Middle East's first municipalities, began to take over the delivery 
of public goods once supplied exclusively by waqfs. This organizational 
transformation occurred largely because a municipality offers dynamic advan­
tages over a waqf system. As a corporation, a municipality is self-governing, 
so it is able to make changes denied to a traditional waqf. A municipality 
can reallocate resources quickly in response to evolving demand patterns. In 
contrast to a waqf, whose expenditure patterns must conform to the 
founder's stipulations, it can make its own budgets. It can also impose new 
fees on users, or modify existing ones. Finally, it can impose ordinances, 
such as building codes and rules for using public goods.
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The unintended costs of the waqf system were not limited to rigidities in 
the supply of social services. If most countries of the Middle East currently 
have non-democratic governance systems that inhibit individual initiative 
and limit material security (Yousef, 2004; Arab Human Development 
Programme, 2002), a basic reason is that the waqf system hindered the 
development of civil society -  the backbone of stable democracy. The ingre­
dients of a strong civil society are freedom of association and organizational 
autonomy. In allowing property owners to choose with whom they would 
associate and to what ends, the waqf system provided a form of associational 
freedom. At the same time, it sharply restricted self-governance in comparison 
to a municipality. For one thing, the discretion of a mutawalli was substan­
tially more limited than that of a mayor. For another, whereas a mayor's 
constituents could remove him from office, the beneficiaries of a waqf had 
no say over who would serve as mutawalli.

In the nineteenth and early twentieth centuries diverse reformers worked 
to dismantle the waqf system. They were motivated partly by a quest for 
resources to finance their modernization projects, which the waqf system 
offered in abundance. A complementary motivation was to reduce the 
weight of the waqf system, both because of its rigidities and because it was 
controlled largely by conservatives. In the light of this history, it may come 
as a surprise that the waqf is regaining significance in certain countries, 
including Turkey and Egypt. Ironically, an assorted mix of civil rights advo­
cates and economic reformers -  groups whose precursors once considered 
the waqf a source of backwardness -  are behind movements to re-energize 
the waqf sector. But the contemporary waqf differs substantially from the 
traditional Islamic waqf (£izak?a, 2000). Whereas the founder of a trad­
itional waqf had to be an individual, its modernized namesake may be 
formed by a consortium of natural or legal persons. A modern waqf is over­
seen by a mutawalli board, which delegates managerial responsibility to 
professionals. Most important, it is a corporation -  a self-governing entity 
enjoying legal personality. The spread of modern waqfs may be expected to 
strengthen civil society and improve the quality of governance.

9 Implications for future reforms
Like the corporation, various other elements of a modern economy, 
including stock markets, double-entry bookkeeping, and courts familiar 
with advanced economic institutions, were transplanted to the Middle East 
in the nineteenth century. The fact that such institutions were borrowed 
almost two centuries ago now hides their foreign origins from the masses 
even where, as in Saudi Arabia, Islamic law remains the law of the land 
(Vogel, 2000). As such, these institutions are culturally acceptable even to 
Islamists committed to preserving or reviving structures associated with 
traditional Islam. Reforms to improve the transplanted institutions can
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proceed, therefore, without appearing to be promoting cultural alienation or 
opposing Islam as a religion.

If the historically problematic institutions associated with Islamic law no 
longer hinder development directly, does it follow that the institutional 
history just interpreted has lost its relevance to economic performance? 
The persistent weaknesses of civil society in countries of the region, and thus 
the enduring obstacles to reforms beneficial to economic sectors beyond the 
control of Middle Eastern states, are rooted in the two historical patterns dis­
cussed above: rigidities of the traditional waqf and the protracted stagnation 
of Islamic contract law. Weaknesses of civil society in the region hindered 
collective action to institute political checks and balances. In the process, 
they left political vacuums filled as the twentieth century unfolded by eco­
nomically interventionist states uncommitted to the rule of law and gener­
ally fearful of political and economic liberalization.

The very logic of the foregoing historical argument provides, however, a 
reason for some optimism about the future. Largely through reforms that 
began in the nineteenth century, the factors responsible for the weaknesses 
of Middle Eastern civil society have been overcome. Consequently, the insti­
tutional means of a much stronger civil society are now available. Although 
groups with a stake in the political status quo will put up resistance, sooner 
or later, one can expect on that basis, organized private groups will voice 
demands for more extensive economic and political rights. In relation to 
even a half-century ago civil society has already made remarkable strides in 
Turkey and, to a lesser extent, also in Iran and in some parts of the Arab 
world. Should the pattern continue, the twenty-first century may become 
what the late twentieth century was for East Asia: a period of renewed 
economic vigour and leadership.
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Understanding the Great Changes 
in the World: Gaining 
Ground and Losing Ground 
since World War II
Edmund S. Phelps *
Columbia University, USA

The composer Richard Strauss would warn his conducting students 'never 
look at the brass -  it will only encourage them'. I am afraid that the subject 
the organizers have looked to me to speak about -  Understanding the Great 
Changes of the World -  has given me dangerous encouragement: I have 
responded by analysing the great tectonic shifts in the global economy that 
I have witnessed and thought about since I began studying economics.

I recount three stories of gaining ground on the world economic leader -  of 
'catching up' -  and one story of losing ground. First, there are the postwar 
'economic miracles' of fast growth and high activity in western continental 
Europe (which I abbreviate to 'the Continent') and the fact that the miracles 
in Germany, France and Italy stopped short, leaving their economies con­
stantly trailing the United States -  their prosperity steadily below the United 
States level and their productivity steadily behind. Secondly, there is the 
catching-up going on in several economies of eastern Europe, though not in 
all of them. Thirdly, there is the extraordinary advance in technical know­
how and resulting productivity made by the Chinese economy in recent 
decades. There is also the lost ground in western continental Europe vis-a-vis 
the United States over the past ten years -  declines in relative productivity 
level (in Germany, Italy, Holland and Austria) and declines in prosperity as 
indicated by lower activity and investment rates (especially in Germany, 
Austria and Holland). Japan is another instance.

This rich historical experience can help us to get right our international 
macroeconomics. Both growth and business activity, I argue, are driven by 
opportunities for technical progress, not by the neoclassical concept of human 
capital and not the taxation of labour, on which most supply-siders are
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focused. To an important degree globalization has helped countries to have 
a higher technical potential and to progress toward it more quickly through 
foreign direct investments and capital inflow generally. But this technical 
progress does not raise all boats.

This experience can also help us to get right the political economy of 
economic performance -  though to talk about those things requires us to 
make distinctions that are lost in some discussions. What I call capitalism, or 
(for emphasis) a well-functioning capitalism, means a well-functioning system 
of free enterprise -  a system that well motivates new entrepreneurial ideas and 
chooses well which ones to finance; it does not mean laissez-faire, or 'free 
market' in the sense of a small public sector, minimal regulation and no 
social insurance, whence low tax rates.1 Eastern European nations adopted 
socialism in the postwar period and market socialism in the 1980s, systems 
with not much freedom of enterprise and with little or no private ownership. 
Continental western Europe in the interwar period opted for what is known as 
corporatism (and in postwar terminology the social market economy) -  a system 
that, while retaining private ownership, constricts enterprise by submitting it 
to demands of interest groups, reducing the rewards from innovation, and 
regulating start up and closings of businesses and plants.

It is necessary also to specify some notion of economic performance. For 
me, it is about productivity and prosperity. High productivity is to be valued 
by 'advanced economies' in large part because the high wages it supports 
enable workers to afford to take jobs offering high job satisfaction. Prosperity 
means high job satisfaction -  jobholders developing through the change and 
challenge of their work -  and low unemployment, thus ample access to such 
jobs. High performance means making the best of existing conditions. It is 
not reliably measured by the growth rate of anything.

Expressed in the above terminologies, I infer from the historical experience 
to be examined here that the «on-capitalist economies tend not to be high- 
performance economies. They can -  under favourable market conditions -  grow 
very fast and have a high level of activity (and job satisfaction too) while 
doing it; but then, of course, they slow down as they 'grow out of' those ini­
tial conditions. In the end they generally fail to pull up to the levels of either 
productivity or prosperity that the well-functioning capitalist economy tends 
to reach, thanks to its system for well-directed innovation and its culture of 
enterprise. They lack the dynamism needed to sustain the catch-up, the high 
job satisfaction and thus the high employment.

Another hypothesis supported by this review is that the high performance 
of which capitalism is capable (under ordinary circumstances) does not 
hinge on the side condition of a free market -  a laissez-faire social policy 
that leaves low-wage workers and unemployed workers without social insur­
ance and that deprives the public of valuable services in order to keep tax 
rates low. The premise of corporatist Europe -  that prosperity and human 
development and productivity are fine but not at the expense of any of the
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'social partners' and certainly not at the expense of its job security -  is 
disastrously wrongheaded. (A society should view a policy move from the 
viewpoint of citizens' life prospects rather than make the crude demand that 
every social partner gain from every transaction.) The economies built for 
job security have suffered the biggest swings in economic activity and have 
for two decades exhibited the highest unemployment in the OECD. The 
twin socialist goals of high development and high employment require the 
dynamism that only well-functioning institutions of capitalism can generate.

1 The continental economies' part-way 
catch-up (ca. 1953-75)

As everyone knows, when World War II came to an end western continental 
Europe found itself with a large setback in hourly productivity and thus 
income per worker relative to the level in the early 1940s.2 On top of that, a 
widening gap between hourly productivity on the Continent and in the 
United States had developed throughout the interwar period (more precisely, 
from the early 1920s to the early 1940s) -  something Hitler vexed over. There 
followed the 'economic miracles' of rapid productivity growth from the early 
1950s well into the 1970s, in which Germany, then France and lastly Italy 
caught up largely but not fully with productivity in the United States.3

What caused these miracles and why did the miracle economies stop short 
of matching productivity and activity to the United States levels? There is 
more than one interpretation. In the neoclassical view, the Continent's loss 
of output per worker can be traced to a loss of physical capital, owing to the 
wartime destruction, and perhaps a loss of human capital too, as the death 
or retirement or flight of well-educated people was not offset during the war 
(and may not have been during the 1930s) by new entrants with similar 
education.4 Symmetrically, the economic miracles were simply the result of 
rebuilding capital and when that wound down the curtain fell on the miracles. 
A failing of this theory, among many shortcomings, is that to the extent 
the Continent's catch-up was just a matter of putting the railway sleepers 
and bricks back together, much or most of the benefit in terms of hourly 
productivity would have been achieved by the mid-1950s. But in fact, the 
Continent's catch-up did not even begin until the early 1950s: its output 
per man hour relative to United States output per man hour was falling until 
the early 1950s.5 Evidently the Continent had a steep mountain to climb just 
to come near the still-rising output per man hour in America's dynamic 
economy, where productivity was growing almost as fast as in the 1920s and 
1930s.6

In the supply-siders' view, the onset of the Continent's catch-up was 
generated by Ludwig Erhard's 1948 injection into West Germany of tax cuts 
and a more pro-competition stance, a liberal economic policy (liberal in 
European terminology) that spread to most other countries on the Continent;
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and what halted the catching-up was a return of high tax rates and barriers 
to competition. It is true that the activity rate in Europe (the ratio of employ­
ment to working-age population) began rising strongly relative to the activity 
rate in the United States around 1952. But that might have been the result of 
a recovery of the marginal productivity of labour once the bricks and railway 
sleepers had been put back. Also, the relative activity rate regained its 1929 
level only in the mid-1950s; a far higher relative activity was reached from 
the mid-1950s through most or all of the 1960s; moreover, as I argue below, 
that was more the result of wealth falling behind wages than after-tax wages 
rising, thanks to a 1948 tax cut. In any case, I do not believe the reduction of 
tax rates in the late 1940s can be credited with the speed-up of productivity 
growth that started rather abruptly in the late 1950s and extended over the 
1960s -  the high years of the economic miracles.

The correct view, to my mind, is that the fast two-decade-long climb of 
productivity from the mid- or late 1950s to the mid- or late 1970s (depending 
on the country) and the accompanying fall of unemployment to very low 
levels was driven by a rapid injection of new technologies -  though it is a 
semantic issue whether we ought to call that 'innovation'. This injection of 
technologies was so extensive that it could not have been primarily the 
result of one or more original innovations on the Continent. It largely 
depended on technology transfer from overseas.

One part of this technology transfer story -  the growth part -  is hardwired 
into the brain of every economist and does not require a manual or pictures.7 
In this story, the best (and generally the latest) product or method available 
from supplying sector i of country / is called the best practice technology from 
that sector. In general, any economy will have one or more sectors in which 
even this best technology, Βφ falls short of the best in the world, Br A measure 
of the gap between the two is 1 -  (β;//β,·); another is log ß, -  log B,r In these 
terms, the key point is that, other things equal, the emergence of such a gap 
is an opportunity for the country to advance its best practice by 'transferring' 
to itself the world's best practice. The larger the gap, the greater will be the 
advance in best practice achieved by the transfer. Furthermore, the more 
widespread such gaps in the economy are, the wider the opportunities for 
such advances. This suggests a simple macroeconomic hypothesis: the growth 
rate of a country's mean best practice -  its best-practice technology as a whole -  
is faster the larger is the gap between the country's mean best practice and 
the world level. What happened in Germany, France and Italy was that, once 
the war and the postwar political unrest were over and the bricks and railway 
sleepers were back together, the external gap between best practice at home 
and best-practice technologies overseas (most of them first introduced in the 
United States) was so wide that those countries' best practice grew faster than 
that in the United States. The catching-up process, which had been delayed, 
went into full swing.
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A more general formula for the growth rate of best practice contains an 
induced part, just discussed, and an autonomous part. In the former, Ψ(·) is 
the coefficient of imitation and adaptation. The autonomous growth is the 
innovation of products and methods based on original, possibly indigenous 
ideas, rather than imitation and adaptation of overseas products and methods. 
An example of such a formula is

There is a little more to it than that. Productivity and employment too are 
largely influenced by average practice, not best practice. Average practice is 
driven by best practice yet the dynamics may be quite slow and several factors 
intervene in determining how close average practice comes to best practice. 
In the model by Nelson and Phelps, the rate at which the best-practice tech­
nology in a country is diffused over the economy is a function of the internal 
productivity gap between best practice, Bjt and average practice, Ajt as well as 
the speed with which the best-practice technology travels across the economy 
(Nelson and Phelps, 1966). Let Φ(·) denote the coefficient of diffusion, which 
measures the speed with which a new best-practice technology spreads 
through the economy. Then the familiar equation is

It is now obvious that when best practice suddenly grows faster, average 
practice does not at first respond; only gradually does its growth rate rise to 
the growth rate of mean best practice.8

The other part of the story about the miracle period -  the period of very fast 
growth from the late 1950s through the 1960s and into the early 1970s -  is 
about employment. What were the employment effects of the prolonged 
rapid growth of average technical progress? Let me use a version of one of 
my models of the natural unemployment rate -  a turnover-training model of 
a small open economy having a single good traded in a perfect global market 
(so the exchange rate is a constant).9 In this model and not only in that one, 
country's j's technical progress rate, kj: influences the unemployment rate 
through two channels, one the fast-working asset-value channel and the other 
the slow-working wealth-supply channel. (I think of this pseudo-parameter as 
measuring the growth rates of both best practice and average practice, which 
are equal and constant over the medium term.)

In the former channel, ex ante X, is subtracted from the ex ante real inter­
est rate in the equation giving the demand wage relative to productivity -  
the wage that employers can pay and still earn a normal return on their

( 1 )

(2)
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investments in their employees (hence a zero pure profit). The logic is that 
the expected growth of the technology, in causing the expected opportunity 
cost of training to trend upwards, is a reason to advance some future training 
outlays into the present, just as the interest rate is a reason for deferring 
some present training outlays into the future.10 A sudden increase of \j 
unaccompanied by a coincidental increase of the overseas real interest rate, 
r*, causes an immediate speculative jump in the value per unit placed on the 
business asset, which is the job-ready employee, just as a sudden decrease of 
the interest rate would do; the effect of that, taken alone, is an immediate 
jump in the hiring rate and thus an expansion of employment. With un­
employment falling and the quit rate rising, the asset price will be rising 
but not keeping up with productivity, and the ratio of the asset price to 
productivity will gradually subside back to its normal level.

In the other channel, the ex post λ; is subtracted from the ex post real 
interest rate in the equation that determines the population's steady-growth 
income from wealth relative to productivity. A sudden increase of \j, un­
accompanied by an equal increase of the overseas interest rate, generates a 
gradual decline of income-from-wealth relative to productivity, just as a fall of 
the interest rate would do; the effect, taken alone, is a decline in quit rates, 
which in turn causes a slow increase of employment -  and a slow decline of 
unemployment.

This model presents in one respect a classical picture of the catch-up 
process in a single country or region of a larger world. With the step-increase 
in λ), consumption jumps up more than wage income jumps, thus forcing 
the current account from balance into deficit for a time. Ultimately, the 
Continent's wealth slips back relative to the now faster-growing output and 
thus also relative to the corresponding valuation of domestic firms, so that 
some of the Continental firms' capital (in the form of employees with firm- 
specific know-how!) must be financed through debt or shares sold overseas. 
I would comment that this structural view of the Continent's mounting net 
debtor position is at 180 degrees to the monetary view held at the time. 
(Milton Friedman, 1953, expressly denied that the 'dollar shortage' was a 
'fundamental structural' phenomenon.)

To get a sense of the size of this effect note that between 1955 and 1965 
the United States current account was always in surplus and the cumulative 
surplus in the period mounted up to about 8 per cent of 1960 national 
income.11 (The previous decade's total was half that amount; in the follow­
ing 15 years there was a rough cumulative balance.)

How did this phenomenal Continental speed-up impact on the rest of 
the world? I finally worked out an answer from an extension of the model 
to a theoretical world of just two regions, say, the Continent and the 
United States. The starting point is that the speed-up, in turning the 
United States into a net creditor nation, creates a wedge between the wealth 
owned by nationals and the capital in the United States economy -  more 
precisely, a positive excess of national wealth over domestic capital, which is
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counterbalanced by the opposite difference on the Continent. This fall of 
domestic capital relative to national wealth in the United States translates 
into to a fall of output per worker and the wage relative to national wealth; the 
effect in turn is a decrease of employment.

A brief remark may help -  as may the Appendix (pp. 93-6). If the Continent 
were the only region in the world and experienced a speed-up, the model 
would predict an immediate increase of the real interest rate exactly equal to 
the increase in the rate of technical progress -  at least if the workers' utility 
function is logarithmic in current consumption; and, as a consequence, there 
would have been no boost to employment on the Continent. With the 
Continent only a part of the world, the speed-up still drives up the world interest 
rate, though not by as much as the increase in the rate of technical progress 
on the Continent. Clearly it is precisely through this rise of the world real 
interest that the United States is induced to save more and invest less, leading 
to its net creditor position (or increase in that position). Incidentally, data 
confirm that the world long-term interest rate was elevated from 1955 to 1970 
compared with the 1970s and the present decade.12

This sheds light on an interesting way in which the globalized market-place 
works. Although the economic policies of governments may be designed for 
economic justice, the private market-place is not designed to be just -  and in 
fact it is neither systematically just nor unjust. It did not direct some private 
capital to the Continent because the Continent was poorer or less advan­
taged; it sent capital there only because the Continent's technical progress 
rate soared above the United States rate, which pulled up the world interest 
rate and sucked capital out of the United States economy into the 
Continent, which it would have done even if the Continent had initially 
possessed superior technologies -  as long as the expected and actual growth 
rate of that technology became faster than the United States growth rate. 
Nevertheless, it usually happens that when a nation or region suffers a 
catastrophe, such as wartime destruction, global private capital tends to flow 
to the affected area -  if the area takes steps aimed at reconstruction and 
catching-up. The global market-place can therefore be said to be humani­
tarian. The foreign aid of the Marshall Plan was small next to the private 
capital that helped fuel the Continent's catch-up miracles.

Two final comments on the Continent's catch-up. First, the major slow­
downs that struck first Germany, then France, and later Italy in the 1970s 
provide a test of the model. The model predicts that the fall of the expected 
rate of productivity growth had an immediate negative effect on employment 
through its impact on the net interest rate (net of the rate of technical 
progress) and a gradual effect through the resulting rise of wealth relative to 
capital, productivity and the wage. In fact there was an enormous climb of 
unemployment rates between 1975 and 1985 and in France and Italy a fur­
ther upward trend from 1985 to 1995.13

The other point is that the slower growth rates of productivity were nearly 
down to the United States rate. The productivity gaps in Germany, France
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and Italy contracted a little further until the early 1990s yet did not go any 
lower after that. The Solow-Bailey (2001) computations put hourly prod­
uctivity in 1992 at 92 per cent of the United States level in France and 
Germany. OECD data put men in the labour force in 1996 at about 75 per cent 
of working-age population in France and Italy as against 87 per cent in the 
United States.14 (This is before any adjustment for demographic differences.) 
The unemployment disparities are well-known.

If my view is right, the Continent's leading economies were thus revealed 
in their true colours. The Continent's economies were not conducive to low 
unemployment and not suitable for reaching world-class productivity levels. 
The shortcoming of the system was the Continent's corporatist economic 
system (or systems), a system constructed of big unions, big employer con­
federations and big banks, all mediated by a big public sector -  a system that 
had been built up starting in the 1920s on the belief that it would be better 
than capitalism, better for employment and productivity. That system had 
seemed in the catch-up years to prove itself a good system because it was not 
understood in those years that unemployment would go on being extraor­
dinarily low only as long as growth would be extraordinarily rapid; and not 
understood that the growth rate differential between the Continent and the 
United States was sheer catch-up, so it had to end when the catch-up could 
not go further.

My research suggests that the root of the problem is the system's deficiency 
of dynamism, not the rule of law or high tax rates or poor schooling. I suspect 
there is no single institution whose replacement or repair would make the 
corporatist system dynamic. The Nelson-Phelps model points to the dearth 
of higher education on the Continent; Amar Bhidé (2005) extends that 
model to say that there will be no entrepreneur or financier to demand in­
novations in an economy where there is no expectation of potential users with 
the willingness or capability to pioneer their adoption. Acemoglu, Aghion 
and Zilibotti say the rarity of higher education also impacts negatively on a 
would-be innovator's ability to develop an innovation (Acemoglu, Aghion 
and Zilibotti, 2002). Furthermore, as I have theorized (Phelps, 2002), the 
Continent's corporatist system -  its capital markets, its corporate governance 
and labour union powers, its employment laws such as job protection legisla­
tion, and the state's and the public's corporatist attitudes toward enterprise -  
are important too and critically so. (Phelps and Zoega, 2004, have looked at 
some of these indictments of corporatist institutions.)

Was it instead the case that the Continent's economic system had been 
better -  perhaps superior to the capitalist systems -  in the early postwar 
years, before the rot set in, as argued by Mancur Olson, by Enzo Tarantelli 
and by Michael Bruno and Jeffrey Sachs? Or, at the other extreme, was the 
system poor from the start of the postwar period as well as the prewar period, 
which Herbert Giersch and (more recently) I have supposed? It is an engaging 
historical issue, but there is no space to take it up here.
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2 Catching-up in eastern European economies 
(ca. 1995-2005)

For me there are two salient features of eastern Europe's 'transition' since 
the early or mid-990s. One is that the countries where productivity growth 
has been pretty fast -  since 1995, say -  are primarily those that had enjoyed 
a relatively high productivity level before their economies were converted 
to communism. The percentage growth rate of labour productivity (per 
employee) since 1996 has averaged 5.4 in Poland, 4.0 in the Slovak Republic, 
3.0 in Hungary and 2.8 in the Czech Republic. The other fact is that activity 
rates are quite depressed even in that fortunate group which had been rela­
tively advanced before their communization. The activity rate -  employment 
as percentage of working-age population -  is about 52 in Poland (the un­
employment rate about 19 per cent), 57 in the Slovak Republic (unemploy­
ment about 18 per cent), 56 in Hungary (unemployment about 6 per cent) 
and 65 in the Czech Republic (unemployment 8 per cent).15

It should not be surprising that these four countries have had better 
productivity growth than some other parts of eastern Europe. During the 
communist decades, there must have been a lot of levelling down, so the lift­
ing of communism from the region gave the above four countries, whose 
economies had once excelled, the prospect of regaining their relatively high 
productivity through good investments and adoption of foreign technologies. 
Accordingly, the global capital market awarded these countries large capital 
inflows, which served to boost their investment rates and thus their growth 
rates, presumably on the same principle that we inferred above in looking 
at the catch-up on the western Continent: capital inflow is attracted to 
economies whose potential levels of productivity are high relative to actual 
levels, so that their expected productivity growth rates are relatively high. 
Yes, capital markets equalize expected rates of return to investing of all 
kinds, but they achieve equalization by awarding an extra investment rate to 
the economies with the best growth prospects (otherwise expected rates of 
return would not be equal). OECD data confirm that since 1996 the four 
countries have run significant current account deficits while Russia and 
Ukraine have not.16

I would observe about these growth rates that they are certainly not eye­
popping. In the high years of the western economic miracles, say, from 1960 
to 1968, the percentage growth rates of GDP per employee were in Spain 6.8, 
Italy 6.3, France 4.9 and West Germany 4.3; Japan's growth rate was 8.9 
(OECD, 1983).

I observe also that the four eastern European leaders have low activity -  in 
Poland and Slovakia it reflects huge unemployment -  right in the midst of 
their economic miracles. With activity so low during the catch-up years, 
what will happen to activity and unemployment rates when the miracles 
end? If the model I set out earlier applies well enough to these four eastern
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countries, either because it is literally rather descriptive or there are other 
models having analogous implications (e.g. the customer model), the 
inevitable slowing of productivity in these nations -  down, say, to the 
United States' productivity growth rate -  will add greatly to their unemploy­
ment. Hoon and Phelps (1997, Fig. 2) found that a two-percentage-point 
slowdown of productivity in Germany and France was followed by a near­
doubling of the unemployment rate. Certainly such a slowdown might push 
unemployment well over 20 per cent in Poland and Slovakia.

When 1 worked at the European Bank for Reconstruction and Development 
in the early 1990s we used to wonder: what sort of economic system will the 
economies of eastern Europe make a 'transition' to? Will it be something like 
the corporatist systems on the western Continent -  big banks, big enter­
prises, big bureaucracies and maybe big unions, with plenty of barriers to 
entry, state influence over financing, poor corporate governance and so 
forth -  or something more like a well-functioning capitalist system? When 
around 2000 Vaclav Klaus came to Columbia, I asked him whether the Czech 
Republic was transiting to capitalism or to corporatism. He was cordial but 
he did not answer the question.

Each of these four countries made decisions that may have contributed to 
the disappointing growth and low activity rates (and in some cases high 
unemployment). In Poland, there is the overhang of its substantial state- 
enterprise sector, though perhaps that is compensated by its receptivity to 
new, small private enterprises. Outside Poland, there are the flawed privat­
izations, which left many enterprises under the managerial control of the old 
guard without any redress for shareholders and left some industries with not 
even the oligopolistic competition that Schumpeter came to admire in his 
1941 book Capitalism, Socialism and Democracy. Evidence supporting these 
and other charges has been gathered and examined in papers by Roman 
Frydman, Janos Kornai, Andrei Shleifer and others.17 Part of the problem 
may be that these nations are so small that there is a tendency toward high 
concentration and toward interventionism and cronyism. The United States 
has the exceptional advantage that it is very big and even its larger cities are 
very big. (I recall John Reed's saying after years as CEO of Citibank, 'I've 
never met the mayor. I don't want to - 1 might like him.')

Whatever the faults of the eastern countries' economic system, the macro 
evidence I have reviewed -  the unspectacular growth despite a yawning prod­
uctivity gap and the generally low activity rates -  suggests to me that even 
the four relatively successful eastern countries have not managed so far to 
'transit' to a good economic system: they are simply pulled forward by the 
huge productivity gap vis-ä-vis the West.

3 China's rapid catch-up (ca. 1990-2005)

I am eager to discuss the remarkable catching-up going on in China, since 
Amar Bhidé and I have recently set out an interpretation of China's growth



Understanding the Great Changes in the World 87

strategy and China's resulting relationship with the West (Bhidé and Phelps, 
2005, 2005a).

A great many of the facts about this phenomenon are well known -  the 
very rapid growth rate of productivity, especially since 1990 (though also in 
the previous decade), and a very high rate of saving. A recent World Bank 
paper digs deeper: a large public-sector fiscal surplus contributes a significant 
segment of current national saving. Business saving, that is, retained earn­
ings (after interest), is an even larger contributor -  the companies pay negli­
gible dividends (Kuijs, 2005). Of course, households might be imagined to 
step up their consumption by an offsetting amount on the calculation that 
that they will enjoy capital gains as a result of the retained earnings. But the 
household sector is also a somewhat high saver compared to the personal 
saving in comparator countries. Share owners, it seems, are not expecting 
high rates of return on the extant investment opportunities or they worry 
that business investments will be badly allocated over the opportunities. The 
financial sector thus faces a business sector making poor allocations of 
saving and creating investment risks with little accounting transparency and 
without good corporate governance. In these and some other respects China 
is not yet one of the advanced economies.

In view of how underdeveloped its institutions were in 1980 or even 1990, 
though, it is clear that China has made progress with its economic institu­
tions. It is also clear that more decades of rapid growth will require further 
fundamental development on the institutional front. China is a highly 
practical and flexible country and the economy it has fashioned is highly 
entrepreneurial. There are myriad private entrepreneurs who submit projects 
to banks and municipal bodies for approval and backing; and there are public 
entrepreneurs, so to speak, operating in municipal councils and other govern­
mental structures. The challenge now is to improve radically the quality of 
the entrepreneurship in China and the quality of the financiership that 
serves (or tries) to separate worthy investments from unworthy ones.

It is all the more remarkable, therefore, that China's economic strategy has 
succeeded in driving its growth through the acquisition and assimilation of 
advanced technologies -  and this in a country in which large areas were 
fairly primitive not long ago and some still are. When the 'east Asian tigers' 
embarked on their stage of rapid productivity growth, some students of 
the process characterized the increase in productivity as more a function of 
increased physical capital than of improved technologies -  not that tech­
nologies did not improve (they did) but simply that the increase of physical 
capital was enormous and was presumed to account for the lion's share of 
the productivity increase. This is done through technological 'transfers' by 
means of joint ventures, inward foreign direct investment (FDI), licensing 
and even purchase of foreign companies or parts of companies. All this is 
something qualitatively new. Some observers have suggested that new 
technologies can be imported more easily than in the past thanks to the digit­
alization of some methods of production. Technologies may also be more
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public than they were a century ago and many of them are easily accessed 
through the internet -  such as the method for building a bomb. (Moreover, 
in Shanghai technological research centres are springing up that aim to be 
world-class.)

Observers in the West, however, have been fascinated by another element 
of the Chinese miracle -  the extraordinary excess of saving over investment 
and thus a current account surplus. This was the impetus for the Bhidé and 
Phelps (2005) puzzle of the huge trade surpluses that China is running with 
the West, especially with the United States; this is all the more puzzling in 
the context of rapid catch-up growth, which, as the review of the western 
Continental catch-up and the eastern European catch-up suggests, has gen­
erally been associated with current account deficits in the past. Some media 
commentators have termed the chronic trade surplus 'mercantilist', though 
without offering a rationale for it or even admitting the possibility of a rationale. 
Academics taking the classical static view have regarded the trade surpluses 
as simply a policy error.

Bhidé and Phelps set out a rudimentary model in which an early trade sur­
plus is central to an optimal growth trajectory. The novelty derives from two 
features of underdevelopment shaping trade between backward economies 
such as China and advanced economies such as the United States. First, the 
initial comparative disadvantages in China are an artefact of the uneven 
technical advances made by the United States, so China should be able to 
erase those disadvantages through technological transfers bought with sur­
pluses of exports over imports in goods and services.18 Furthermore, China 
may want to squirrel away precautionary balances in order to have the 
money to take advantage of big-ticket opportunities to buy technologies or 
whole companies that may present themselves in the future.

Second, the diffusion of new products requires learning, which takes time. 
The principle is Nelson-Phelps again, but Bhidé-Phelps applies it to con­
sumer goods new to the Chinese. The initial dearth of familiarity in China 
with a wide range of western consumer goods operates as a drag on import 
demand for them. Clearly this may also tip the trade balances into surplus. 
In older terminology, deciding to adopt the novel and learning to master it 
takes time and may pose other 'frictional' costs; such 'investing' in the novel 
may even hit absorptive capacity. The fact that consuming the novel is 
damped by this consideration is not necessarily a reason to fill in with 
increased consumption of the familiar; the optimum rate of saving may be 
quite high as long as it can be stored in overseas assets until such time as the 
reserves can be profitably invested. There will come a time when investment 
will exceed saving. We find no irrationality in this strategy.

One could imagine that the rest of the world, especially the United States, 
would write China a note thanking it for entrusting with us an excess of their 
saving over their investment, which permits us to invest more than we save. 
The reason so many in the West are ungrateful is that they think they live in
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a Keynesian world in which China's restraint in expanding consumption 
demand is an outgoing tide that lowers all boats. You might think it is some 
kind of paranoia to believe that Keynesianism lives today, when every 
schoolboy knows that Milton Friedman and Ned Phelps, with their natural 
rate, killed off the Phillips Curve and the whole Keynesian apparatus for 
purposes of any medium- or long-term analysis decades ago (Robert Lucas 
attacked that apparatus even for short-term analysis). In fact, though, this 
Keynesian view is frequently expounded even in some of the most prominent 
and admired financial newspapers.

In the two-region version of my model of the natural rate, however, a 
decision by the other country -  now China -  drives down the world real 
interest rate, which induces our country to invest more and, in view of the 
reduced rate of return, to save less. This pulls up employment and the real 
wage as well, as we are pulled up our 'wage curve'. Although the real interest 
rate on our saving will be reduced, the other side of the coin is an increase in 
the real wage per hour worked. A formal analysis would show that the 
Chinese shock operates to drive a beneficial wedge between the wealth of our 
country and the capital invested in our country -  a wedge that has the effect 
of reducing propensities to quit and shirk and of lengthening the hours that 
we are willing to work, thanks to the rise of the wage relative to wealth (and 
the income therefrom). So Americans ought to thank China for playing a 
positive and significant role in the generation of generally high asset prices 
and thus high investment and high employment by historical standards 
over the past ten years.

4 Recent economic declines in Continental 
Western Europe (1995-)

It must be hard for Europeans to see the rest of the world economy enjoying 
the stimulus of the ICT revolution -  having healthy investment, rapid growth 
and rather low unemployment (even five years after the boom's peak). Since 
at least 1998 (if not 1996), most of western continental Europe has been 
gripped by a new slowdown, one that has brought the productivity growth 
rate far below the rate enjoyed by Americans and most others in the world's 
population -  those in China, India, South Korea, Scandinavia, central Europe 
and Ireland, to name most of the buoyed up populations. In the eurozone the 
growth rate of hourly productivity in the business sector grew at 2.1 per cent 
per annum from 1988 to 1997, precisely as in 1978 to 1987; but grew at 
0.9 per cent since 1998. Although this slowdown is nothing next to the shud­
dering slowdown from the mid-1970s the early 1980s, it is understandable 
that Europeans consider it far more dire than the earlier one. The question is 
the cause of that new slowdown -  and how to make up the lost ground.

I started arguing in the year 2000 that the Continent -  I was focused on 
the western part -  had lacked the vibrancy and flexibility to latch on to the
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investment boom of the second half of the 1990s, which had been driven by 
the novel opportunities opening up for commercial development of the 
internet. In some recent papers I laid that failure to the undersupply of 
higher education, the underdevelopment of the stock market, the bureau­
cratic red tape impeding or discouraging entrepreneurs from starting up 
firms and entrepreneurs generally for creating new plants or outlets -  in 
short, several features of the western Continent's corporatist system (Phelps 
and Zoega, 2001, 2004). I had supposed that the present decade -  the OOs -  
would be a good decade for the Continental economies, as they undertook 
the necessary R&D to imitate and adapt what they found promising over­
seas, made the plant and equipment investments needed to produce, built 
the required distribution systems and did the marketing to create demand. 
When several economies on the Continent -  one after the other -  went into 
a slowdown in the waning years of the '90s and the present decade (the OOs), 
I was puzzled, since those economies had not experienced the boom and 
speed-up that came to the United States, the United Kingdom, Australia 
and Ireland in the mid-1990s. It was only when forced to come up with an 
answer to this puzzle at a conference organized by Willi Semmler at the 
New School (formerly the New School for Social Research) in 2003 that a 
hypothesis came to me (Phelps, 2005, pp. 16-19).

My thought was that the Continent had let too much time go by while 
several other nations had made the new investments to develop the internet. 
The result, I suggested, was that the Continent's share of investment activity 
in the world would now be depressed for several years. I had in mind the 
capture of customers and also the cost advantage that first movers are apt to 
acquire. There must be few pieces of the internet remaining whose develop­
ment has not long been underway and captured by one or more of the 
world's economic players -  from Samsung to Nokia. (That would further 
account for the low real interest rates of the past few years.) This would 
account for the inability at this point for the Continent to get into the 
game.19 Much the same hypothesis of first-mover advantage is stated by 
Reati and Toporowski (2004, p. 404):

In the uneven process of structural change that characterizes [long 
waves], the winners are the countries that adap t... more rapidly to the 
new techno-economic paradigm. The countries that do not succeed in 
[changing] are excluded from the benefits of the paradigm ...

While such an Anti-Gershenkron Effect -  followers discouraged when the 
leader leaps forward so the catch-up is attenuated -  might eventuate, the 
theory of it appears to be ambiguous. It may be that the farther ahead the 
world leader goes in some sector(s), the smaller the probability that the lag­
gards making a given research effort would 'catch on' to the new technology 
over a given period; that, taken alone, does argue for their deciding to reduce
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their R&D effort. But the increased size of the gap and hence of the magnitude 
of the catch-up if researchers succeed, taken alone, warrants stepping up R&D 
efforts at imitation (or improvement) of the foreign technology. (My inter­
pretation of the Continent's economic miracle from the mid-1950s into 
the 1970s need only assume that its research effort at imitating/adapting/ 
improving the superior foreign technologies was positive, however larger or 
smaller it would have been in the absence of the huge gap vis-ä-vis the United 
States; the crux of the thesis is that this effort was extraordinarily productive 
because of the size of the gap.) The facts appear to be mildly supportive of 
the Anti-Gershenkron Effect, though perhaps not persuasively so. The 
Continent's R&D and its investment outlays have not increased as a share of 
output since advent of the ICT boom in the second half of the 1990s and 
have decreased in Germany and France. Productivity growth has shown no 
sign of picking up since its abrupt drop around 1998.

A less demanding, less radical answer to the puzzle of the severe Continental 
slowdown (variously dated at 1996 or 1998) is my earlier hypothesis that 
average practice on the Continent responds far more slowly to a given 
increase in best practice than does average practice in the United States 
owing to a range of burdens and barriers present on the Continent, such as 
a far narrower base of higher education on the Continent than in the United 
States. The dearth of higher education in causing entrepreneurs a long wait 
to break even is a drag on the demand for advances in best practice, as pro­
posed by Bhidé and the present writer (Bhidé, 2005; Phelps, 2002). (The 
same dearth, in raising the cost of knowledgeable personnel, is also a drag on 
the supply of such advances, as argued by Aghion and Howitt, 2005.) Some of 
the European firms that are innovative prefer to market their new products 
in the United States. This hypothesis helps to explain why, ten years after the 
start of the boom, the Continent had not yet shown the pick-up of product­
ivity growth that the United States did in the second half of the 1990s and 
more strikingly in the first half of the present decade. This same hypothesis 
may even help to explain why productivity decelerated on the Continent (a 
fleeting slowdown in 1996 and a sustained one since 1998) while the United 
States economy saw its productivity accelerate (in the mid-1990s and then 
again in 2002). It may be that the Continental consumers and firms on which 
an innovator in the Continent would have to depend for the adoption of new 
products were little equipped to cope with the novelty and unfamiliarity of 
the goods made possible by the ICT revolution; so the flow of new goods and 
techniques to Continental consumers and firms may have diminished as a 
result. In this view, the Continent will begin a long, belated catch-up sooner 
or later. (The Continent's economic miracles did not begin until the 1950s 
and many of the technological advances taken from the United States were 
not technologically novel and not even very new.)

Another answer to the puzzle of the Continent's productivity slowdown is 
that the entrepreneurs' prospects of large productivity advances in the
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United States as well as eastern Europe and some other regions, in bringing 
about high United States investment rates relative to saving rates, diverted 
capital investment from the Continent to the United States. (Some of the 
Continent's firms not only launch their innovations in the United States 
but often find it convenient to conceputalize them, develop them and 
produce them there as well.) This is acute in Germany, where 'crowding in' 
has redirected an appreciable part of national saving into a huge current 
account surplus -  more exporting and less importing. But more exports do 
not translate into growth.

The absence of a pick-up of productivity growth (or even the deceleration) 
has deprived the Continent of a lift of entrepreneurial expectations that 
would boost a range of investment activities and thus lift economic activity. 
Furthermore, the strong investment expenditure in the United States, now 
boosted by the 'honorary investment' in the form of a huge budgetary 
deficit, in tending to decrease investment and increase saving on the 
Continent, has also operated to decrease the Continent's economic activity, 
according to my theory. In fact, we do see higher unemployment rates in 
Germany, Switzerland, Austria and Luxembourg (and Japan too) than pre­
vailed before the ICT boom started in 1996, while in the United States the 
unemployment rate is significantly reduced. (Yet the data on economic 
activity are complicated. Employment as a ratio to working age population 
has risen more strongly on the Continent than in the United States since 
1996.20)

It is not certain how this will end for the Continent. One would think that 
after the Internet is fully 'deployed' and investment activity in the rest of the 
world has subsided as a result, the Continent would recover to its former 
productivity growth rate. But these growth rates are rather meandering. In 
another decade or two another technological revolution may break out and -  
unless the Continent reforms itself -  the Continent will again miss the boom 
and may have hurdles to pass in catching up.

To conclude: Opportunities to make up lost ground, as arose in postwar 
Europe, or increased capacities to gain ground, as in China, lead to faster 
growth and higher employment for a time. But, even if the growth and jobs 
are stimulating and gratifying, they do not signify a capability to reach high 
productivity and sustain high employment. Episodes of fast growth and 
high employment are no evidence that a nation's economic institutions and 
economic culture enable high performance. The Continent's slow growth 
now is no evidence that its institutions and culture perform worse than we 
thought. Indeed, it is reasonable to expect that the productivity growth rate 
and, with it, the unemployment rate will soon return to their zone over most 
of the 1990s. And it is plausible to think that the Continent will ultimately 
gain back some of the cumulative lost ground.

Yet a comparison of mean unemployment rates and mean productivity 
levels in the past three decades suggests relatively poor economic performance
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on the Continent -  not unlucky market forces. The Continent's meagre 
response to the investment chances of the 1990s suggests the main cause: it 
is an insufficiency of dynamism for high productivity, prosperity and job 
satisfaction -  not too much welfare. Yet few in the public see it and many of 
them are averse to change. This situation is a danger to the world.

Appendix

This appendix studies the equations of the open-economy version of the 
turnover-training model specialized to an approximately steady-growth state 
in which the unemployment rate and normalized wealth are treated as 
constants: first, the zero pure profit condition gives an equation in the wage, 
V, as a ratio to the productivity, Λ, of employees on the production line,

v/A = 1 -  ß K(1 -  u, yS/v) + Θ + r -  λ], (AI)

where the quit rate ζ(.) is increasing in employment per unit labour force, 
1 -  u, and in the household's income from wealth, y™. Second, incentive 
wage analysis gives another equation in ν/Λ, the equation of the 'wage 
curve':

ν/Λ = β [(1 -  Μ)ζ1(ΐ -  U, yg/v) + <?sivMi  -  U, ysiv)] -  v(yg/v, i  -  u ) , (A2)

where the right-hand side -  the V function -  is increasing in 1 -  u and in y\. 
The pair (Al) and (A2) implicitly determine 1 -  u as a decreasing function of 
Ϋΐ,/ν. (In this model, wealth is the root of all evil.) Third, defining as 
spendable non-wage income, that is, (r + Θ -  \)VY, where W  denotes wealth, 
we derive from the Blanchard-Yaari-Euler equation the steady-state rate of 
interest:

r = p  + k + [ l  + (v/yX)(l -  u)]_1 Θ. (A3)

This makes y^/v increasing in 1 -  u and in r -  λ:

Yhlv = {(r + θ — ρ)/[θ — (r + θ -  p)] 1 (1 -  u)
= Ω(γ — k, 1 — u; p, θ), Ω ,>0, Ω2>0. (A3')

For the small open economy the model may be closed by equating the 
(constant) real interest rate to the world real interest rate, r*:

r = r* (A4S)

To see the implications of that simple system first substitute (A4S) and (A3') 
into (Al) and (A2). Then equate the demand wage given by the right-hand
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side of (Al) to the 'incentive wage' given by the right-hand side of (A2). The 
resulting equation determines 1 -  u as a function of r* and X:

1 -  β[ζ(1 -  u, fi(r* -  λ, 1 -  «)) + Θ + r* -  X]
= β[(1 -  κ)ζ,(1 -  u, íl(r* -  X, 1 — u)) + Ω( ·) ζ2(1 -  u, Ω(γ* -  λ, 1 -  u))] (A5S)

It follows that an increase in the country's λ alone, given the overseas inter­
est rate, r*, and growth rate, X*, has two effects, both expansionary. It shifts 
up the demand wage on the left-hand side directly by decreasing the net inter­
est rate and indirectly by reducing non-wage income relative to the wage rate 
(which impacts on quitting); it shifts down the incentive-wage curve on 
the right-hand side through its effect on the non-wage-income ratio. An 
increase in r* has precisely the opposite effects throughout.

What are the associated effects on the country's net foreign assets? To 
begin, define spendable non-wage income earned from domestic business 
assets (firms' 'capital') per worker, y'J, as (r + θ -  Χ)βΛ(1 -  u) including actu­
arial dividends. Then, by (Al), this income is given by domestic output net 
of wage and turnover cost:

yy=  [Λ -βΑ ζ(1 -« ,^ /ν)-ν ](1 -Η )
= Z(r — p — X, 1 — u; βΛ,θ), Zx<0, Z2>0. (Al')

The income from nationals' wealth in (A3) equals the income from domes­
tic capital in (Al') plus their income from net foreign assets, or capital 
export, to be denoted by x. Using (A3') and, upon dividing by v/A, (Al') 
gives

[1 -  βζ(1 -  «,Ω(.)) -11 (1 - ιι)/ν(Ω(.), 1 -  u) + x 
= Kr + θ -  ρ)/[θ -  (r + θ -  ρ)]} (1 -  u) (A6S)

The curve of this equation in the (1 -  u, r) plane is analogous to the 
Keynes-Hicks LM curve. This wealth-capital curve solves for the Wicksellian 
natural interest rate, which is the rate that 'equilibrates' the asset market at 
given employment. If x ~ 0, the two direct effects of increasing 1 -  u, being 
equal, are counterbalancing, so the curve is flat in this respect: the required 
interest rate is independent of 1 -  u. Yet there are indirect effects, however 
weak, coming from increased quitting and (to the extent the domestic cap­
ital is owned by nationals) the increased yj/v, both of which decrease the 
income from domestic capital, which in turn require a decrease in the 
Wicksellian r to get yfjv  back down. (If x > 0, the left-hand side will be less 
sensitive to an increase of 1 -  u than is the right-hand side; hence, when 
1 — u is increased the required r is decreased on this account as well.) For all x, 
an increase in x will at any given 1 -  u shift up the required r, since the right- 
hand side is the more sensitive to r. The intuition is that an increase in the
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stock of net foreign assets drives up the interest rate required for asset mar­
ket equilibrium just as a helicopter drop of public debt would.

This alternate framework can be closed by adopting the counterpart of
(A5S):

1 -  β[ζ(1 — u, Ω(γ — λ, 1 — u)) + Θ + r — λ]
= β[(1 -  «)ζ,(1 -  u, 0 ( r - K  1 -  «)) + Ω(·) ζ2(1 — u, Ω (τ- λ, 1 -  «))]. (Α5')

The curve of this equation in the same Hicksian plane is analogous to the 
Keynes-Hicks IS curve. It solves for the employment level consistent with 
'equilibrium' in the labour market. An increase in r, in increasing the income 
from wealth, impacts negatively on the left-hand side (thus shifting down 
the demand wage in the Marshallian plane) and, on standard assumptions, 
impacts positively on the right-hand side, thus shifting up the 'wage curve'. 
So 1 -  u must increase to satisfy the equation. The curve slopes downward.

Let us suppose that the latter curve is steeper than the former, which I 
believe is the 'realistic' case. Then a given increase of x raises the required r 
and thus contracts 1 -  u. Hence, an externally caused increase of r*, if it is to 
drive up r to match in the small open economy, must do so by inducing an 
increase of x; that, in turn, forces a decline of 1 -  w. If the inequality 
between the slopes of the two curves were the reverse, the implied increase 
of r would required a decrease of x, which does not fit observation.

For the large open economy it is necessary to add more structure. Suppose 
there are two large and broadly similar countries. It appears helpful to invert 
(A3) to express r — \  as a function of the wealth variable rather than the 
other way around, writing

r -  X = p + [1 + (v/K)( 1 -  Μ)]-χθ -  R(tfVv, 1 -  u; p, Θ). (A3L)

Then, using (A3L), we may replace (A5S) with

1 -  β[ζ(1 -  u, K/v) + Θ + R « /v , 1 -  u; p, Θ)]
= β[(ΐ -  «15,(1 -  U, ys/v) + (Κ /ν)ζ2( ΐ  -  u, ys/v)} (a sl )

In place of the previous (A4S) we use the steady-growth implication of the 
interest parity condition making the interest rate in the other country, r*, 
which our country is large enough to affect, equal to our r:

p + x + [1 + (viy%)(i -  *ι)]_1θ
= p* + \* + [1 + (v/yT)*( 1 -  «*)]_1Θ* (A4L)

Defining y'J as the non-wage income originating in domestic firms and using it 
to rewrite (Al) gives the new structural equation

yV a  =  (! — « ) { ! -  β[ζ(1 -  U, yf /v) + Θ] -  (v/A)}. (A6L)
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Upon dividing by ν/Λ and using (A2) to substitute the incentive-wage 
function V for ν/Λ,

yj/v  = (1 -  u)fl -  β[ζ(1 -  u, yZ/v) + Θ] -  V(1 -  u, ywJv; ß)|/V(.). (A7L)

There is also the balance equation,

<ysiv) -  (yf/v) = [(yp/v*) -  (yr/v*)](v*/v), (A8L)

where V*(.) can be substituted for v* just as V(.) can be substituted for v. 
Besides (A5L) and (A7L) there are the counterpart equations (A5L*) and 
(A7L*) describing the other country together with the linkages in (A4L) and 
(A8L). This is a six-equation system in the six variables u, u*, yvh /v, pf/v, p}/v*, 
and y” */v*.

A graphical analysis shows that if λ* increases without an increase of the 
home country's λ (think of the Continent's speed-up in the 1950s-1960s), 
ΫΊ */v* falls, which pushes up 1 -  u* and creates a positive wedge between 
capital and wealth, that is; yp/v* > y"h */v*; the opposite wedge in the US 
causes y \/v  to rise, which contracts 1 -  u.

Finally, it should be noted that the two countries modelled here can only 
come close (and only in transient fashion) to constant unemployment rates 
and balanced growth, each growing at its respective rate of technical 
progress, since net foreign assets (and the income therefrom) cannot be 
growing simultaneously at the two disparate rates. A proper dynamic ana­
lysis would be greatly impeded by the high dimensionality of such a model. 
I hope readers will nevertheless view the above mathematical analysis as 
providing significant support for the propositions in the text regarding 
the international transmission mechanism in non-monetary models of the 
structuralist kind.

Notes
1. So I do not regard the anarchism of the Wild West as a species of capitalism. 

Similarly, a corporatist system mired in state corruption might not exemplify a 
well-functioning corporatism.

2. GDP per capita in Germany fell from 71.4 per cent of the US level in 1941 to 
44.7 per cent in 1950 according to data from Angus Maddison (1995).

3. EU-15 GDP per hour worked went on catching up with the United States in the 
next 15 or 20 years, rising from about 70 per cent of the US level in the mid-1970s 
to nearly 90 per cent by the mid-1990s. But this gain represents catch-up by other 
economies (such as Greece, Spain, Portugal and Ireland) more than further catch-up 
by Germany, France and Italy. See Eurostat Structural Indicators, 2004.

4. I do not know of a written neoclassical account of the Continent's catch-up. I am 
simply applying the framework to produce one for discussion.

5. See the charts and discussion in Gordon (2004).
6. The stunning resilience of productivity growth -  indeed, a significant acceleration 

of productivity -  through the 1930s Depression (right to 1941) is studied in Field 
(2003).
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7. Gershenkron is cited in this context. Recent work includes Nelson (2004), Aghion 
and Howitt (2005) and Zoega (2005).

8. This might explain the finding (which if I am right is an exaggeration) by Peter 
Temin that best practice on the Continent caught up to the US by the mid-1950s 
(see Temin, 2002).

9. Three non-monetary models are built and studied in Phelps (1994).
10. This effect was first derived in  Pissarides (1990); the second edition treats the sub­

ject in  an entirely non-m onetary framework. Phelps (1994) looked for a growth 
effect only in  a closed-economy context and th en  w ith a m odel (the 2-sector) 
lacking a valuation effect.

11. Economic Report of the President, February 2003, Tables B-103 and Table B-27. The 
trade surplus includes paid and unrequited exports but the calculation of the current 
account surplus subtracts an item that includes exports donated through foreign 
aid. The current account surplus would have been twice as large had there been no 
aid so that Europe had to pay for all the exports sent to it by the United States.

12. See the chart on p. 320 of Phelps (1994).
13. The proportionate increase of the unemployment rate is highly correlated with 

the magnitude of the slowdown of total factor productivity among the G7 
economies. See Hoon and Phelps (1997), Fig. 2, p. 556. Evidence from wealth- 
income ratios is discussed in Phelps (2000).

14. See Table 3 in Phelps and Zoega (2004).
15. The 2001 male activity percentage rates are 59 in Poland, 62 in the Slovak 

Republic, 64 in Hungary and 74 in the Czech Republic. Western rates are much 
higher: Italy 69, France 69, Germany 73, Spain 74, Austria 76, Sweden 77, Holland 
83 and Switzerland 88 (OECD, 2002).

16. OECD, 2005 and EBRD, 1999. The euro area is in current account surplus. (I sup­
pose special factors are behind the huge current account deficits in Armenia and 
Azerbaijan.)

17. Evidence from surveys is shown in Roman Frydman, Marek Hessel and Andrzej 
Rapaczynsky (1998; 1999).

18. Inward FDI can finance domestic investment financed by an increase of imports 
or decrease of exports, thus possibly creating a trade deficit. But subsequent repat­
riation of future earnings requires a trade surplus. And much FDI inflow may be 
'sterilized' through purchase of offsetting assets overseas.

19. Reati and Toporowski (2004), which surveys the literature on the ‘long wave' and 
the latest wave, arises from new computerization and information technologies.

20. Perhaps the decrease of labour force participation in the United States reflects 
the enormous rise of real-estate and stock-market wealth there. Part of the 
Continent's increase reflects surely labour-market and welfare reforms on the 
Continent.
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The Schumpeterian Approach 
to Education and Growth
Philippe Aghion
Harvard University, USA

1 Introduction
Unlike other subjects or questions on which I have been working, my thinking 
about education and growth was spurred by policy demands. First, by the 
French Conseil d'Analyse Economique which asked me to write a report on 
the subject back in 2001. And a year later, by the European Commission 
which asked me to co-author a report (now referred to as the 'Sapir Report') 
on the causes of the slow growth in Western Europe. A first look at the 
United States versus the EU in 1999-2000 shows that 37.3 per cent of the 
United States population aged 25-64 have completed a higher education 
degree, against only 23.8 per cent of the EU population. This educational 
attainment comparison is mirrored by that on tertiary education expenditure, 
with the United States devoting 3 per cent of its GDP to tertiary education 
versus only 1.4 per cent in the EU. Is this European deficit in tertiary education 
investment adverse for growth?

When asked to think about growth policy, a natural reflex is to look at 
the existing literature on education and growth. A first class of models 
emphasizes (physical or human) capital accumulation as the main source of 
growth. There, the neo-classical reference is Mankiw-Romer-Weil (1992) 
[MRW], and the AK reference is the celebrated article by Lucas (1988). In 
MRW, which is an augmented version of the Solow model with human 
capital as an additional accumulating factor of production, human capital 
accumulation slows down the convergence to the steady state by counter­
acting the effects of decreasing returns to physical capital accumulation. In 
Lucas, instead, the assumption that human capital accumulates at a speed 
proportional to the existing stock of human capital, leads a positive long-run 
growth rate. Whether on the transition path to the steady state (in MRW) 
or in steady state (in Lucas), the rate of growth depends upon the rate 
of accumulation of human capital, not upon the stock of human capital. 
Moreover, these capital accumulation-based models do not distinguish 
between primary/secondary and tertiary education: the two are perfect
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substitutes in these models. Thus, if we believe these models, it is not a 
problem if the United States spends more than Europe in higher education, as 
long as total spending and attainment in education as a whole have not 
increased faster in the United States than in Europe. And indeed they have 
not done so over the past decade.

Does this mean that education policy is not an issue, or rather that we 
should not fully believe in these models? That we should not stick to these 
models has been convincingly argued by Benhabib and Spiegel (1994) who 
showed, based on cross-country regressions over the 1965-1985 period, that 
human capital accumulation (where human capital is measured by school 
enrolment) was not significantly correlated with growth, whereas human 
capital stocks were. Another source of scepticism is the finding by Ha and 
Howitt (2005) that the trend growth rate of the number of R&D workers in 
the United States has gone down over the past fifty years, whereas the trend 
rate of productivity growth has not. In this chapter we consider an alternative 
approach to education and growth. Pioneered by Nelson and Phelps (1966), 
this approach emphasized the complementarity between human capital 
stocks on the one hand, and the process of innovation and technological 
catch-up on the other.

2 Nelson-Phelps
More than just questioning the capital accumulation approach to education 
and growth, Benhabib and Spiegel (1994) resurrected the simple model by 
Nelson and Phelps (1966). Nelson and Phelps did not have a model of 
endogenous growth with endogenous R&D and innovation, but they were 
already thinking of growth as being generated by productivity-improving 
adaptations, whose arrival rate would depend upon the stock of human 
capital. More formally, Nelson and Phelps would picture a world economy in 
which, in any given country, productivity grows according to an equation of 
the form:

A = f(h)(A -  A),

where again A denotes the frontier technology (itself growing over time at 
some exogenous rate), and h is the current stock of human capital in the 
country. A higher stock of human capital would thus foster growth by 
making it easier for a country to catch up with the frontier technology. 
Benhabib and Spiegel tested a slightly augmented version of Nelson-Phelps 
in which human capital not only facilitates the adaptation to more 
advanced technologies, but also makes it easier to innovate at the frontier, 
according to a dynamic equation of the form:

Á = f(h)(A -  A) + g(h)yA,

where the second term captures the innovation component of growth.
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Using cross-country regressions of the increase in the log of per capita GDP 
over the period 1965-1985 as a linear function of the sum of logs of human 
capital stocks over all the years between 1965 and 1985, Benhabib and 
Spiegel found a significantly positive correlation between the two, which in 
turn was evidence that the rate of productivity growth is also positively 
correlated with the stock of human capital. Moreover, they found a larger 
correlation for countries further below the world technology frontier, which 
would hint at the catch-up component of growth being the dominant one. 
Thus, more than the rate of human capital accumulation, it is its stock that 
matters for growth. Does this help us understand the comparison between 
Europe and the United States?

Unfortunately, more recent work by Krueger and Lindahl (2001) would 
temper our optimism. Using panel data over 110 countries between 1960 and 
1990, choosing the number of years in education instead of the logarithm of 
that number to measure human capital,1 and correcting for measurement 
errors, Krueger and Lindahl would still find a positive correlation between 
growth and human capital stocks (although they also found a positive 
correlation between growth and the rate of accumulation of human capital), 
however the significance of the correlation between growth and human 
capital stocks would disappear when restricting the regression to OECD 
countries.

3 Appropriate education systems
Should we conclude from Krueger and Lindahl that education only matters 
for catching-up but not for innovating at the frontier and that, consequently, 
education is not an area which Europe needs to reform in order to resume 
growing at a rate at least equal to that of the United States? The new hint at 
that point came from Acemoglu, Aghion and Zilibotti's (2002) idea on 
appropriate institutions and economic growth, and that hint in turn pro­
vided the backbone for the Sapir Report and its application to education led 
to a report on 'Education and Growth' for the French Conseil d'Analyse 
Economique.

3.1 Acemoglu-Aghion-Zilibotti
By linking growth to innovation and entrepreneurship, and innovation 
incentives in turn to characteristics of the economic environment, new 
growth theories made it possible to analyse the interplay between growth 
and the design of policies and institutions. For example, the basic model 
developed in Section 2 suggested that long-run growth would be best 
enhanced by a combination of good property right protection (to protect 
the rents of innovators against imitation), a good education system (to 
increase the efficiency of R&D activities and/or the supply of skilled manu­
facturing labour), and a stable macroeconomy to reduce interest rates (and 
thereby increase the net present value of innovative rents). Our discussion



102 Institutional Change and Economic Behaviour

of convergence clubs in Section 3 then suggested that the same policies 
or institutions would also increase a country's ability to join the conver­
gence club.

Now, new growth theories may be criticized by development economists 
and policy makers, precisely because of the universal nature of the policy 
recommendations that appear to follow from them: no matter how devel­
oped a country or sector currently is, it seems that one should prescribe the 
same medicine (legal reform to enforce property rights, investment climate 
favourable to entrepreneurship, education, macrostability, ...) to maximize 
the growth prospects of that country or sector.

However, in his essay on Economic Backwardness in Historical Perspective, 
Gerschenkron (1962) argues that relatively backward economies could more 
rapidly catch up with more advanced countries by introducing 'appropriate 
institutions' that are growth-enhancing at an early stage of development 
but may cease to be so at a later stage. Thus, countries such as Japan or 
Korea managed to achieve very high growth rates between 1945 up until 
the 1990s with institutional arrangements involving long-term relationships 
between firms and banks, the predominance of large conglomerates, and 
strong government intervention through export promotion and subsidized 
loans to the enterprise sector, all of which depart from the more market- 
based and laissez-faire institutional model pioneered and promoted by the 
United States.

That growth-enhancing institutions or policies might change with a 
country's or sector's distance to the technological frontier, should not come 
as a total surprise to readers at this point: in the previous section, we saw that 
competition could have opposite effects on innovation incentives depend­
ing on whether firms were initially closer to or farther below the fringe in the 
corresponding industry (it would enhance innovations in neck-and-neck 
industries, and discourage it in industries where innovating firms are far 
below the frontier). The same type of conclusion turns out to hold true 
when one looks at the interplay between countries' distance to the world 
technology frontier and 'openness'. Using a cross-country panel of more 
than 100 countries over the 1960-2000 period, Acemoglu-Aghion-Zilibotti 
(2002), henceforth AAZ, regress the average growth rate over a five-year 
period on a country's distance to the United States frontier (measured by the 
ratio of GDP per capita in that country to per capita GDP in the United 
States) at the beginning of the period. Then, splitting the sample of countries 
into two groups, corresponding respectively to a high and a low openness 
group according to Frankel-Romer's openness indicator, AAZ show that aver­
age growth decreases more rapidly as a country approaches the world fron­
tier when openness is low. Thus, while a low degree of openness does not 
appear to be detrimental to growth in countries far below the world frontier, 
it becomes increasingly detrimental to growth as the country approaches 
the frontier. AAZ repeat the same exercise using entry costs to new firms
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instead of openness, and they obtain a similar conclusion, namely that high 
entry costs are most damaging to growth when a country is close to the 
world frontier, unlike in countries far below the frontier.

More formally, consider the following multi-country growth model. In 
each country, a unique final good which also serves as numeraire, is pro­
duced competitively using a continuum of intermediate inputs according to:

where At (i) is the productivity in sector i at time t, xt (i) is the flow of inter­
mediate good i used in final good production again at time t, and a e  [0,1].

As before, ex post each intermediate good producer faces a competitive 
fringe of imitators that forces her to charge a limit price pt (i) = χ >1. 
Consequently, equilibrium monopoly profits (gross of the fixed cost) are 
simply given by:

denote the average productivity in the country at date t, A, the productivity 
at the world frontier which we assume to grow at the constant rate g from 
one period to the next, and a, = At I A, the (inverse) measure of the country's 
distance to the technological frontier at date t.

Productivity growth occurs as follows. Suppose that intermediate firms 
have two ways to generate productivity growth: (a) they can imitate existing 
world frontier technologies; (b) they can innovate upon the previous local 
technology. More specifically, we assume:

At (i) = vA t-x + - ^ V j, (2)

where ηΑ, , and yA t_1 refer respectively to the imitation and innovation 
components of productivity growth. Imitations use the existing frontier 
technology at the end of period (t -  1), thus they multiply At_1( whereas 
innovations build on the knowledge stock of the country, and therefore they 
multiply A, ,.

Now dividing both sides of (2) by A t, using the fact that

( 1 )

TTt (i) = SAt (i)

where δ = (χ — 1) χ 1/(1 
We still let

o

At = (1 +g)At- 1,
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and integrating over all intermediate sectors i, we immediately obtain the 
following linear relationship between the country's distance to frontier at at 
date t and the distance to frontier at date t -  1:

«i = (17 + yö(-i)· (3)

This equation clearly shows that the relative importance of innovation for 
productivity growth increases as: (i) the country moves closer to the world 
technological frontier, i.e. as a,., moves closer to 1, whereas imitation is more 
important when the country is far below the frontier, i.e. when a,_1 is close 
to zero; (ii) a new technological revolution (e.g. the ICT revolution) occurs 
that increases the importance of innovation, i.e. increases y.

This immediately generates a theory of 'appropriate institutions' and 
growth: suppose that imitation and innovation activities do not require the 
same institutions. Typically, imitation activities (i.e. η in the above equation 
(3)) will be enhanced by long-term investments within (large) existing firms, 
which in turn may benefit from long-term bank finance and/or subsidized 
credit as in Japan or Korea since 1945. On the other hand, innovation activ­
ities (i.e. y) require initiative, risk-taking, and also the selection of good 
projects and talents and the weeding out of projects that turn out not to be 
profitable. This in turn calls for more market-based and flexible institutions, in 
particular for a higher reliance on market finance and speculative monitoring, 
higher competition and trade liberalization to weed out the bad projects, 
more flexible labour markets for firms to select the most talented or best 
matched employees, non-integrated firms to increase initiative and entre­
preneurship downstream, etc. It then follows from equation (3) that the 
growth-maximizing institutions will evolve as a country moves towards the 
world technological frontier. Far below the frontier, a country will grow faster 
if it adopts what AAZ refer to as investment-based institutions or policies, 
whereas closer to the frontier growth will be maximized if the country 
switches to innovation-based institutions or policies. In the remaining part of 
the chapter we simply apply this distinction to education systems.

3.2 Distance to frontier and the composition 
of education spending
Using the AAZ insight whereby productivity growth can be generated either 
by implementing (or imitating) the frontier technology or by innovating on 
past technologies, where both types of activities require different institutions 
or policies, we will depart from Benhabib and Spiegel by decomposing total 
human capital stock into primary/secondary and tertiary education, and by 
arguing that different types of education spending lie behind imitation and 
innovation activities. In particular, higher education investment should 
have a bigger effect on a country's ability to make leading-edge innovations, 
whereas primary and secondary education are more likely to make a difference
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in terms of the country's ability to implement existing (frontier) technologies. 
Thus, it is not so much the total amount of education, but more importantly 
the organization of education, that impacts on growth differently across 
countries at different stages of development.

Now, what are the potential implications of this approach for education 
policy, and is there something to learn from the comparison between Europe 
and the United States given the disappointing news of Krueger and Lindahl 
from cross-OECD country regressions? The remaining part of the section is 
based on work by Vandenbussche, Aghion and Meghir (2004) [VAM], and 
current work by Aghion, Boustan, Hoxby and Vandenbussche (2005) [ABHV]. 
The starting point of these two papers is that, in contrast to the Nelson-Phelps 
or Benhabib-Spiegel models, human capital does not affect innovation and 
imitation uniformly: more specifically, primary/secondary education tends 
to produce imitators, whereas tertiary (especially graduate) education is 
more likely to produce innovators. This realistic assumption, in turn, leads 
to the prediction that, as a country moves closer to the technological fron­
tier, tertiary education should become increasingly important for growth 
compared to primary/secondary education (all measured in stocks).

3.2.1 Solving the Krueger-Lindahl puzzle
First, note that this simple combination of AAZ with the Nelson-Phelps 
model of education and growth, provides a solution to the Krueger-Lindahl 
puzzle. Namely, that total human capital stock

U+ S

is not a sufficient statistic to predict growth in OECD countries. For example, 
take two countries A and B at the same distance from the world frontier, with 
the same total human capital, but

5a > SB.

Country A will grow faster if the two countries are sufficiently close to the 
frontier whereas country B will grow faster if both countries are far from it 
and yet the two countries have the same total amount of human capital.

3.2.2 A simple model of appropriate education systems
Now, going into slightly greater detail on formalization, VAM and ABHV 
focus on the following class of productivity growth functions:

Ait -  A t - i  =  ifmXts]n,ft A t . i  +  yi4i,i,tsli,i*At- X = g(u,s), (4)

where A,_, is the frontier productivity last period, A,. , is the average prod­
uctivity in the country last period, um (resp. u„) is the number of workers 
with primary/secondary education (unskilled workers) used in imitation 
(resp. innovation), sm (resp. s„) (resp.) is the number of workers with higher
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education (skilled workers) in imitation, and

u = (um, u„);s = (sm, sn),

and

<7 > φ

so that the elasticity of productivity growth with respect to skilled (resp. 
unskilled) workers is larger in innovation (resp. in imitation).

Letting a, = A,/A, denote the country's proximity to the technological 
frontier at date, and letting the frontier grow at constant rate g, the inter­
mediate producer will choose u and s to maximize profits. Dividing through 
by /I, ., and dropping time subscripts, the producer’s problem simply becomes:

max [ δ [ ι ι ^ σ + yu^s^a]}  -  wu(um + u„) -  w5(sm + s„),

where we eliminate the firm's subscript i since all intermediate firms face the 
same maximization problem. Moreover, in equilibrium we necessarily have:

um + u„= U; sm + s„ =  S,

where U and S are the total supplies of workers with primary/secondary 
education and tertiary education respectively.

What we have here is formally equivalent to a small open economy model 
with two factors and two products, where the two products are imitation and 
innovation, whose prices, δ and Sya are exogenously given. As in standard 
trade theory, these given output prices uniquely determine the equilibrium 
factor prices w„ and ws. The 'revenue' in firms' objective function is propor­
tional to the growth rate (plus unity). Solving for the equilibrium allocations 
of skilled and unskilled labour between imitation and innovation as a func­
tion of U, S and the proximity to the technological frontier, one can look at 
how the equilibrium growth rate

t  (U, S, a) =  g(u*(U, S, a), s*(U, S, a))

varies with either of those three variables.
In particular, looking at the cross derivative of g* with respect to S and a, 

we find:

in other words, a marginal increase in the fraction of workers with higher 
education enhances productivity growth all the more the closer the country 
is to the world technology frontier.
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The intuition for this result relies on the Rybczynski theorem in inter­
national trade, which in turn implies that a marginal increase in the supply 
S of highly educated workers leads to an even greater number of skilled work­
ers being employed in innovation. Since the change does not affect equilib­
rium factor prices, therefore it leaves the factor proportions unchanged in 
each activity, meaning that innovation also attracts an increased number of 
unskilled workers. More precisely, since σ > φ so that innovation is the skill­
intensive activity, innovation will increase but imitation will decrease. The 
effect on firms' 'revenue', and hence the effect on the economy's growth rate, 
is positive. For countries closer to the frontier, where the 'price' of innovation 
8ya is larger, the effect is larger than for countries further from the frontier.

3.3 Cross-country and cross-US-states evidence
3.3.1 Cross-country evidence
VAM confront this prediction with cross-country panel evidence on higher 
education, distance to frontier, and productivity growth. ABHV test the 
theory on cross-US-state data. Each approach has its pros and cons. 
Cross-US-state analysis uses a much richer data set and also very good instru­
ments for higher and lower education spending. However, a serious analysis 
of the growth impact of education spending across US states, must take into 
account an additional element not considered in previous models, namely 
the effects on the migration of skilled labour across states at different levels 
of technological development. On the other hand, cross-country analysis 
can safely ignore the migration; however the data are sparse and the instru­
ments for educational spending are weak (they mainly consist of lagged 
spending). In the remaining part of the section we consider the two pieces of 
empirical analysis in turn.

VAM consider a panel data set of 22 OECD countries over the period 
1960-2000, which they subdivide into five-year subperiods. Output and 
investment data are drawn from Penn World Tables 6.1 (2002) and human 
capital data from Barro-Lee (2000). The Barro-Lee data indicate the fraction of 
a country's population that has reached a certain level of schooling at inter­
vals of five years, so they use the fraction that has received some higher edu­
cation together with their measure of TFP (constructed assuming a constant 
labour share of 0.65 across country) to perform the following regression;

gj.t = «ο + distj t- i + a2Ajit + a3(distj t- l * Λ;· t) + υ;· + uj t,

where gjt is country /'s growth rate over a five-year period, disti t_j is country 
/'s closeness to the technological frontier at t - 1 (i.e. 5 years before), Ajt is the 
fraction of the working age population with some higher education and v;- is 
a country's fixed effect. The closeness and human capital variables are instru­
mented with their values at t -  2 and the equation is estimated in differences 
to eliminate the fixed effect. Before controlling for country fixed effects,
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VAM obtain a statistically significant coefficient of -1.87 for the human 
capital variable, and a statistically significant coefficient of 2.37 for the inter­
action variable, indicating that indeed higher education matters more as a 
country gets closer to the frontier. Controlling for country fixed effects 
removes the significance of the coefficients; however this significance is 
restored once countries are regrouped into subregions and country fixed 
effects are replaced by group fixed effects. This, in turn suggests that cross­
country data on only 22 countries are too sparse for significant regression 
results to survive when we control for country fixed effects.

To see how this result translates in terms of the effect of an additional year 
of schooling of higher education, they perform the following regression in 
logs:

gj,t = “ o +  “ i distj.t-1 +  “ 2Ν μ  +  a 3 ( d is t j , t - \  * N j  t)  +  V) +  Uj t ,

where this time distj/t_j is the log of the closeness to the technological frontier 
and Ν μ  is the average number of years of higher education of the population. 
The econometric technique employed is the same as before. Before controlling 
for country fixed effects, VAM find the coefficient of the number of years to 
be 0.105 and of little significance, but the coefficient of the interaction 
variable to be equal to 0.368 and significant. This result again demonstrates 
that it is more important to expand years of higher education close to the 
technological frontier.

3.3.2 Cross-US-states evidence
ABHV test the same theory on cross-US-state data instead of cross-country 
data. As mentioned above, one potential problem when moving from cross­
country to cross-region data, is that educational policy should affect migration 
flow across regions more than it affects migration flows across countries. 
Thus a suitable model of education and growth across regions within a same 
country, ought to include an additional equation describing how migration 
flow varies for example with the wage differential between a particular state 
and the state currently at the technological frontier. Introducing the possi­
bility of migration reinforces the positive interaction between closeness to 
the frontier and higher education. Namely, in addition to the Rybczynski 
effect described above, investing in higher education in a state that is far 
from the technological frontier, would contribute all the less to growth in 
that state that the newly skilled workers would migrate to a more frontier 
state where productivity and therefore wages are higher.

Any regression with growth on the left-hand-side and education on the 
right-hand-side, raises an obvious endogeneity problem, best emphasized by 
Bils and Klenow (2000). Here, as in the above cross-country panel regres­
sions, the endogeneity problem can be stated as follows: if states or countries
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choose their composition of education spending according to the model, 
then we should see the composition of educational investments being 
highly correlated with technology and productivity, and therefore the 
regressions would say nothing about causality.

However, the great advantage of moving from cross-country to cross-state 
analysis, is that we have access to a natural source of exogenous mistakes in 
education investment, namely political economy considerations which may 
lead the Congress or other federal instances to misallocate the funding to 
higher education across states. For example, because it has a representative 
on a Congressional commission for higher education, a far-from-the-frontier 
state may end up mistakenly receiving excessive funding for research-related 
education. Conversely, because of local political economy considerations, a 
close-to-the-frontier state may end up mistakenly focusing its investment in 
primary education, neglecting higher education.

In other words, political economy considerations and the politicians' 
ability and incentive to deliver 'porks' to their constituencies, provide a nat­
ural source of instruments that predict states' tendencies to make exogenous 
mistakes when investing in education.

The actual instruments used in ABHV are:

1. for research-university education: whether a state has a Congressman 
on the appropriations committee which allocates funds for research 
universities but not other types of schools;

2. for 'low-brow' post-secondary education (community colleges, training 
schools): whether the chairman of the state's education committee 
represents voters whose children attend one- or two-year post-secondary 
institutions;

3. for primary and secondary education: whether the overall political balance 
on the state's supreme court interacts with the state school finance system.

Then, using annual panel data over the period 1970-2000, ABHV perform 
a two-stage procedure whereby: (i) in first-stage regressions, the various kinds 
of educational spending are regressed over their respective instruments; 
(ii) the growth rate in each state and year is regressed over the instruments for 
the various kinds of educational spending, the state's proximity to the fron­
tier, and the interaction between the two, controlling for state and year fixed 
effects.

We refer readers to ABHV (2005) for the detailed regression results, which 
yield the following conclusions. First, in contrast to our previous cross­
country analysis, here the correlations remain significant even after control­
ling for state fixed effects without having to regroup the country dummies. 
Second, the above instruments are very strong, with F-statistics of more than 
10 for the joint significance of the two dummies for Senator and House
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Representative on the corresponding appropriation committees as deter­
minants of research education spending. For example, every additional 
Representative on the House Appropriation Committee increases the expend­
iture on research-type education by $597 per cohort member, which is 
considerable. Now, turning to the second-stage regressions, ABHV find that 
an additional $1000 per person in research education spending raises the 
state's per-employee growth rate by 0.27 per cent if the state is at the frontier 
(with a close to 1), whereas it raises it by only 0.09 per cent if the state is far 
from the frontier (with a close to 0.3). More generally, the closer a state gets 
to the technological frontier, the more growth-enhancing it becomes to 
invest in higher education and the less growth-enhancing it becomes to 
emphasize lower education.

4 Conclusion

What have we learned from our discussion? First, that capital accumulation- 
based models have little to say about education policy, particularly with 
regard to the increasing growth gap between Europe and the United States. 
Second, that Schumpeterian models that emphasize the interplay between 
human capital stocks and the innovation process, have more potential for 
delivering policy recommendations, yet when looking at educational spend­
ing as a whole there is not much that can be said from looking at cross-OECD 
comparisons. However, once we distinguish between imitation and frontier 
innovation and map these two sources of productivity growth to different 
segments of the education system, then we can come up with relevant policy 
recommendations for regions such as Europe that have moved closer to the 
frontier and yet are maintaining very low levels of higher education spend­
ing compared to the United States. The above regressions indeed suggest that 
putting the emphasis on primary/secondary education was fine as long as 
Europe was technologically far from the United States and therefore relying 
more on imitation as a main source of growth, but that now that the growth 
potential of imitation is wearing out, it becomes more urgent to invest more 
in higher education in order to foster innovation. In fact, the cross-country 
(cross-OECD) analysis in VAM shows the additional result that if we include 
a dummy for 1985 (equal to zero before 1985 and to one after) in the regres­
sions, and interact that dummy with all the right-hand-side terms in the 
regression, one finds that after 1985, the interaction between higher educa­
tion investment and the proximity to the technological frontier becomes 
insignificant: this, in turn, indicates that on top of the above consideration, 
something happened during the 1980s (globalization and/or the IT revolu­
tion?) that would make it more growth-enhancing for all OECD countries to 
shift their emphasis to higher education.
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Note
1. This change was in turn motivated by the so-called Mincerian approach to human 

capital, whereby the value of one more year in schooling is measured by the wage 
increase that is forgone by the individual who chooses to study during that year 
instead of working. This amounts to measuring the value of a human capital stock 
by the log of the current wage rate earned by an individual. And that log was 
shown by Mincer to be positively correlated to the number of years spent at school 
by the individual, after estimating an equation of the form:

In w = a0 + axn.

The Mincerian approach can itself be criticized, however, for: (i) assuming perfectly 
competitive labour markets; (ii) ignoring the role of schools as selection devices; 
(iii) ignoring interpersonal and intertemporal knowledge externalities.
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Analysing Institutional Change: 
Integrating Endogenous and 
Exogenous Views
M a sa h ik o  A o k i
Stanford University, USA

Consensus seems to have emerged among economists, as well as among 
other social scientists, that 'institutions matter' for understanding differences 
in economic performance among different economies over time and space. 
But, if institutions are nothing more than codified laws, fiats, organizations 
and other such deliberate human devices, why cannot badly performing 
economies design (emulate) 'good' institutions and implement them? This 
question would naturally lead to more fundamental questions: how do insti­
tutions change? Or, why do they not change in the ways people would like? 
An answer depends on the still more fundamental, ontological question of 
what institutions are. These are thorny questions to economists, who have 
developed a solid frame of analysis based on the equilibrium principle. 
Indeed, there does not yet seem to be a clear consensus of what institutions 
are. Are they exogenous constraints for economic equilibrium or endogenous 
equilibrium outcomes? If the difference is nothing more than semantic, there 
would be not much sense in wrangling about the ontological question of 
defining institutions. However, if it has a bearing on understanding how 
institutions can or cannot be changed, say, by fiat, then it certainly deserves 
attention.

This chapter tries to integrate and reconcile the seemingly opposing 
endogenous and exogenous views of institutions in the literature by the con­
struction of a game-theoretic-like conceptual and analytical framework for 
understanding the nature of institutional change. Within this framework, 
institutions are conceptualized as being generated as endogenous outcomes 
of strategic interplays of various boundedly rational social actors, and in 
turn, becoming exogenous constraints for further institutional evolution over 
time and across diverse domains of social interactions. Hopefully, this game- 
theoretic-like apparatus will be useful not only as a conceptual clarification of 
institutions, but also for analysing the nature of dynamic interdependencies/ 
linkages of human behaviour and associated institutions across various
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domains (economic, social, organizational and political) and over time. An 
understanding of what institutions are thus becomes inseparable from that 
of how they can change.

1 The game form and alternative view s of institutions

In order to construct a conceptual and analytical framework for understanding 
institutional dynamics, let us begin with specifying the notion of a 'game 
form' as its building block. We conceive of it as composed of a pair of the 
domain and consequence functions. The domain is further composed of 
the set of the activated sets of action choices of all the actors who are mutually 
relevant in certain kinds of social interactions as will be specified later. With 
each profile of possible action choices by all the actors, the consequence 
function specifies the particular (objective) consequences of concern to some 
or all the actors.1 Formally, we may say that the consequence function maps 
the domain into a range of consequences (rather than subjective utilities 
pay-offs). More concretely, the set of actors may include not only natural 
persons but also organizations (such as the government, corporations and 
the judiciary). The activated set of action choices of a particular actor may be 
conditioned by his/her mental state and acquired skills in the case of natural 
persons, and by the accumulated collective know-how and scope of collective 
attention in case of an organization. Formally, an actor's set of potential 
action choices can be of an infinite dimension, but only finite dimensions of 
it can be seen as activated. The consequence function can be conditioned by 
available technologies, formally specified rules (such as laws and fiats) and 
other relevant environmental factors (specified below). Thus, the game form 
can be considered fixed at one point in time, but should be viewed as his­
torically conditioned. As was pointed out some time ago by Field (1981), it is 
not possible to construct a history-free game form.

Suppose, given the game form, each actor tries to choose an action (or more 
generally a plan of actions, each contingent on an evolving state of the 
domain) that (s)he considers the most desirable according to his/her own 
preferences given his/her expectations about others' choices (plans) and their 
joint consequences. Thus the actors of the domain can be conceived of as the 
players of the game with the rules of the game specified by the consequence 
function. From here, we use the words actors and players interchangeably. 
Viewing social interactions among relevant actors as a game should not be 
seen as idiosyncratic to mathematical game-theorists who have developed 
elaborate analytical frameworks. Such a view can be traced as far back as the 
writings of Adam Smith (1759), as well as the writings of prominent scholars 
of trans-disciplinary orientations, such as Hayek (1973) and Braudel (1958).2

The reason why we introduce the utility-independent game form prior to 
the explicit reference to the game is that it can be useful for pinpointing the
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differences in alternative notions of institutions and the implied nature of 
institutional change in the literature. That is, we may distinguish:

• Institutions as particular players of the game: For example, Nelson identifies 
institutions as prominent organizations such as 'industry associations, tech­
nical societies, universities, courts, government agencies, legislatures, etc.' 
(Nelson, 1995, p. 57). Then institutional change may be identified with a 
domain change in the composition of the actors brought about with the 
emergence or deliberate invention of new types of organizations (e.g. Silicon 
Valley firms, revolutionary governments).

• Institutions as the rules of the game: This view is held among the so-called 
new institutional economists as represented by North (1990, 1999) and 
Williamson (2000). They identify institutions by the formal rules of the game 
such as constitutions, statutory laws, and contracts, as well as informal mles 
such as social norms. Such rules can be identified with prior specification of 
the parameters of the consequence function and/or prior constraints on the 
sets of 'permissible' action choices. One notable problem with this view is how 
these rules are enforced. They may be enforced by particular organizations 
such as the court or social sanctions. However, then the question may be raised 
as to how the enforcer(s) can be motivated to enforce the specified rules, 
which leads to the infinite regression of who enforces the enforcer(s), who 
enforces the latter, ad infinitum. Another question is who formulates the formal 
mles and how is this done? They consider that these mles reflect the beliefs of 
actors (particularly those who are influential) and can be 'changed by fiat' (see 
for example North, 1999, chapter 5). In other words, they visualize a kind of 
hierarchical ordering in which the polity (and the society in the case of social 
norms) formulates mles for the economic domain. But then how are the mles 
of the polity (and social interactions) formulated? Are they formulated 
endogenously in the polity (and through social interactions)? Is there not 
feedback from the domain of economic transactions to the polity?3

• Institutions as an endogenous equilibrium outcome of the game: A solution 
to the problem of infinite regression as noted above can be provided by endo- 
genizing the enforceability question. That is, certain rules of the game may be 
considered sustainable (self-enforcing) and thus become institutionalized 
only if all the players, including the enforcer of the rules, regard deviation 
from it as unbeneficial. In other words, an institution is a Nash equilibrium. 
This idea has been entertained by various authors, using diverse specific­
ations of the game and associated concepts of equilibrium (see for example, 
Schotter (1981), Young (1998), Greif (1997), Aoki (2001), Dixit (2004)). In the 
equilibrium approach, how is the notion of institutional change entertained? 
By the gradual change of an equilibrium in response to changes in the para­
meters of the game form? Or, can there be any qualitative, endogenous shift 
in equilibrium ä la Schumpeter?
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2 The dual nature of institutions

The differences among the above views, as they stand, may appear sharp. 
However, let us try to explore a way to reconcile them. We do this step-by-step 
by considering the interactions and interdependencies of games across 
domains and over time. As a first step, we introduce the stationary concept 
of an institution, subtly modifying the equilibrium view. We first provide 
a formal version expressed in game-theoretic-like language and then an 
informal one in everyday language.

An institution is a summary representation o f a Nash equilibrium path out of 
the many possible, held as the players' shared beliefs about ways in which the 
game is being repeatedly played.
An institution is a salient, self-sustaining feature of human interactions, held as 
the collective knowledge of almost all the actors about the ways in which they 
are to act/not to act (contingent on the evolving state).

A few caveats are immediately due. First of all, the formal definition is free 
from any specific refinement of the equilibrium concept (such as a sub-game 
perfect equilibrium, an evolutionarily stable equilibrium, and so on) beyond a 
Nash so that it is applicable to a variety of games. The Nash concept is noth­
ing but an analytical representation of self-enforceability, or self-sustainability, 
of a strategic profile, from which a unilateral deviation would not benefit 
any player. Also, this definition presupposes the multiplicity of equilibrium 
paths, or equivalently a variety in the patterns of human interactions and 
thus a variety of institutions. If only one equilibrium path existed, it would 
be nothing but a mechanical transformation of a natural factor beyond the 
analytical foci of the social sciences.4

In order that all the players' action choices become mutually consistent 
and sustainable (thus in equilibrium), each player does not need to know 
the details of the other players' intentions and choices. In addition to fine, 
idiosyncratic information -  ‘the knowledge of particular circumstances of 
time and space' (Hayek, 1945) -  relevant to their own choices, it may be 
sufficient for the players to share knowledge or beliefs summarizing the pos­
sible consequences of certain types of their own actions via others' reactions. 
They may normally take the rule-form: 'If I do such and such, then such and 
such a consequence will occur (via others' actions).' It is an expectation 
regarding ways in which the game is being played in the domain. In order 
for such an expectation or belief to be shared, sustained and relevant, it 
needs to be consistent with the repeated choices of players. For example, the 
players can be deterred from importing legally prohibited goods, if they 
believe that 'if they smuggle, they are likely to be caught by the enforcement 
officer and penalized according to the law'. However, if it is widely believed 
that many actors are able to import the goods by bribing the law enforcer and
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thus escape punishment, such beliefs cannot be sustained. The unenforceable 
law is hardly qualified to be an institution, but the expectation regarding the 
corrupt law enforcer does qualify.

The institution as defined possesses some subtle dual characteristics. First, 
there is an endogenous-exogenous duality. Once established, the institution 
may appear as an exogenous external constraint for each individual actor in 
his choice of actions which are beyond his control. In the above example, 
there may be two equilibria and accordingly two institutions: an institution 
of the rule of law and an institution of bribery. If the rule-of-law institution 
prevails, then compliance with the law would appear imperative for an indi­
vidual actor to avoid a penalty. An attempt to smuggle the legally prohibited 
goods by bribing the enforcement officer would appear futile (except as a 
random event). Alternatively, in the bribery institution, an attempt by an 
honest enforcement officer to enforce the law may be frustrated. However, if 
each institution is to be sustained, corresponding beliefs need to be continu­
ally reconfirmed and reproduced by relevant strategic equilibrium plays by 
the players.5 Thus the difference between the rules-of-the-game view and the 
endogenous-outcome-of-the-game view of institutions may be thought of as 
only arising on different facets of the same entity.

Second, there is an objective-subjective duality. The institution exists as 
an objective reality because its validity can be tested by an actual choice. For 
example, the objectivity of the belief that smuggling will be punished can be 
tested and experienced by actually violating the law. On the other hand, 
unless it constitutes the internal beliefs of the players, any rule may be 
irrelevant to their action choices and thus may not be institutionalized. 
For example, even when the objective existence of a statutory law on the 
books is unquestionable, if nobody believes it can be implemented and thus 
relevant, it will not prevail as an institution. This dual characterization 
indicates the difficulty of changing an institution just by enacting a law. 
A law may certainly change actors' expectations, but whether they will yield 
a sustainable outcome consistent with the original intention of the legisla­
ture cannot be taken for granted. In a sense, an institution may be thought 
of as a collective mind-set.6

The third duality is a constraining/enabling one. An institution constrains 
each player's action choices through beliefs implied by it. Indeed, North 
once defined institutions simply as 'humanly devised constraints that shape 
human interaction' (1990, p. 3). However, an institution also enables the 
boundedly rational, information-constrained actors to arrive at mutually 
consistent choices in an information-efficient manner. This is somewhat 
analogous to the situation in which the equilibrium market prices summar­
ize information regarding the preferences and technologies facing market 
participants in the most information-efficient way (they represent the mar­
ginal rates of substitution and transformation) for sustaining equilibrium.7 
Each market participant only needs to know prices, of which dimension is



equivalent to the number of goods minus one (one good being the numeraire). 
A difference exists, however, in that what is implied in an institution is not a 
summary representation of exogenous data (in the neoclassical setting) of the 
game such as technology and preferences, but a summary representation of 
the players' intentions regarding how to play at equilibrium. Each player may 
collect information and form expectations regarding other players' choices 
and intentions in a manner idiosyncratic to his own choices. Therefore there 
may be wide differences and variety in how finely their information sets are 
partitioned. However, each player cannot, and need not, know the choices 
of all other players in their entirety. It may be sufficient for them to share 
some rough idea regarding how the game is repeatedly played in certain 
respects, although some others may utilize more detailed (finer) information 
in the same respect. Then an institution may be perceived as the extent of 
beliefs/knowledge of the players shared by all of them and consistent with 
the on-going equilibrium play.8 In that sense it is a summary representation 
of equilibrium but not equilibrium as such. But being guided by such infor­
mation boundedly rational players can economize on information processing 
and still arrive at mutually consistent choices, although there is no guar­
antee whatsoever that its outcome is the most efficient one as in a Walrasian 
equilibrium.

Figure 6.1 m ay be of som e help to  represent the dualistic natures of an 
institution.

3 Prototypes of the dom ain and associated institutions

So far we have imagined the generic game played in an abstract domain 
where the parameters are represented by the game form. We have conceptu­
alized an institution, arising as a summary representation of the equilibrium 
outcome of the game. However, actual institutional dynamics appear to
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involve interactions of economic, political, social and organizational factors.9 
As a first step toward the analytical treatment of such an interactive process, 
this section attempts to specify prototypes of domains that may be useful 
for capturing minimally essential elements of those interactive factors. The 
following section seeks to capture the generic nature of the interactions 
among those factors in the contexts of the games across those domains.

Let us consider the following six prototypes of the domain distinguished 
by types of players and types of interactive choices. We note for each of them 
a unique problem that must be solved in order to sustain interactions 
(exchanges) and the types of institutions that may arise in response to such 
problems.

• The economic exchange domain. This is the domain in which transactions 
of private goods take place. The most primitive type is the domain composed 
of only two actors who can potentially repeat the transactions over time. As 
Hicks once noted, even the simplest exchange of this type is essentially a 
'contract': making the agreement to exchange, delivery one way, and delivery 
the other. 'Trading is trading in promises' (Hicks, 1969). How can this bilat­
eral promise be assured and fulfilled? This is essentially the problem of 
contract enforcement. A simple institution that can arise in response to this 
problem is the reputation mechanism, called trust: belief that the default on 
a contract will be penalized by the other party by refusing to exchange in the 
future. However, if a large number of domains of this simple kind are bun­
dled together into a complex network with a medium of money, an effective 
reputation mechanism may not be feasible any more, because the informa­
tion necessary for identifying and penalizing past cheaters may become 
increasingly difficult to disseminate. This difficulty can anticipate a solution 
that can only be facilitated by linking the game in this domain to one in 
another domain.

• Domains of the commons. This is the domain in which common goods 
are consumed, as well as replenished through collective efforts. The problem 
unique to this type of domain is the 'tragedy of commons' due to the over­
consumption of the goods and/or the shirking of efforts to sustain them. If 
it is technologically feasible to exclude particular players from the domain, 
then self-closed institutions such as the establishment of customary property 
rights, collective norms of consumption and efforts of maintenance and the 
like, may cope with the problem.10 But, if not, then these solutions may 
become problematical.

• The organizational exchange domain. The organization may be a player 
of the game in an economic-exchange domain.11 At the same time the 
organization itself may be regarded as constituting a domain of the game 
involving multiple actors. A prototype of this domain can be conceptualized 
as one in which the actors are divided into two classes: the helmsman (super­
ordinate, manager) and the at-least-two operatives (subordinates, workers).12



120 Institutional Change and Economic Behaviour

The former formulates the collective objective, decomposes the collective task 
for achieving it into modular tasks and assigns each of them to a particular 
operative together with the provision of incentives/penalties. The operatives 
respond with cooperation/non-cooperation in assigned tasks. However, 
aspects of interactions within this prototype domain may not necessarily be 
exhausted as a mere bundling of such economic-like exchanges of incentives 
and acceptance of commands (cooperation). In order for an organization 
to formulate and pursue the collective objective, complex information 
exchanges will take place between the helmsman and the operatives as well 
as across the operatives. Indeed, an organization can be regarded as an infor­
mation system linking the actors. Through interactions among the actors, a 
certain pattern of information exchange can be institutionalized.13 But we 
will see that this pattern may well be conditioned by the ways in which the 
organization interacts with other domains (or more simply the ways in 
which the organization interacts with other actors as a player in other 
domains).14

The three prototype domains introduced above have traditionally been 
the objects of study in economics, business economics and organization 
theory, while political and social factors have been taken as the given 
environments in those analyses. However, recently there has been a growing 
awareness among social scientists that there are actually important inter­
actions between economic domains, on one hand, and social and political 
factors, on the other. In order to capture these interactions and the possible 
institutional linkages between them, we first conceptualize the following 
two prototype domains.15 •

• The political exchange domain. This domain in its prototype may be 
conceived of as being composed of two types of actors: the government and 
multiple private actors. This asymmetric structure is somewhat similar to 
that of the prototype organizational-exchange domain. They are different, 
however, in that in the organizational domain the members have the option 
to participate or not, but in the political exchange domain the exit option is 
not open to the actors. The government protects/transgresses the rights of 
private actors (property rights, the right to live and so on) in exchange for 
certain returns (taxes, prestige, etc.). The private actors respond by support- 
ing/resisting/submitting to the government's choice with/without mutual 
coordination among themselves. Even in this simple game structure a variety 
of different equilibria can arise, depending on the ways in which coalitions 
between the government and particular private actors, as well as those 
among the private actors, are formed. These equilibria can be identified as 
institutions of the state.16

• The social exchange domain. This domain may be conceptualized as the 
one in which social symbols (languages, rituals, gestures, gifts, etc.) that
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directly affect the payoffs of players, such as esteem, emotional rejection, 
sympathy, benign neglect, and so on, are unilaterally delivered and/or 
exchanged with 'unspecified obligations to reciprocate', sometimes accom­
panied by gift-giving (Blau, 1964). Institutions that arise in this type of 
domain are identified with social customs and norms enforced by the threat 
of social ostracism from the domain, gradational rankings (stratification) of 
prestige/social status among the actors, etc.17 Norms are taken as exogenous 
rules for the 'economic exchange' game in the North-Williamson frame­
work, but their production and reproduction may be susceptible to game- 
theoretic analysis, to which we return shortly.

We have identified five prototypes of institutions. However, an equilibrium 
of the game, and consequently an institution, may not arise in a single 
domain independently of other domains. Rather, institutions are likely to 
arise across the domains linking games within them and/or institutions in 
different domains may be interdependent and reinforcing through the inter­
dependence of strategic choices across them in a quasi-parametric manner, 
leading to a complex overall structure of institutional arrangements.

4 The coherent structure of institutional 
arrangements across dom ains

In this section we discuss institutional linkages across the domains using a 
game-theoretic apparatus. One of the important advantages of the game- 
theoretic approach to institutions indeed lies in the possibility that the 
intuitively appealing and plausible notion of institutional interdependencies, 
coherence and robustness is made analytically tractable rather than presented 
as an ad hoc presumption. From the game-theoretic perspective, there can be 
two types of institutional linkages: linked games and strategic complemen­
tarities. Let us take them up in turn.

Linked games: Games are 'linked', if one or more players coordinates his own 
choices of strategies across more than one domain so as to gain more pay-offs 
than the sum that could be gained from playing separately in each of these 
domains. The reason for this possibility is that by doing so these players 
can benefit from externalities such that possible gains in one domain can be 
transferred to another to sustain some strategic profile that would not be 
profitable in isolation. For example, suppose that there is a commons domain 
where actors who misuse the commons (abuse, shirking of maintenance 
efforts, and the like) cannot be excluded from using them for technological 
reasons so that the reputation mechanism cannot be implemented. 
However, if the members of the commons domain all belong to a same social 
exchange domain where large social surpluses can be created by cooperation 
in rituals, festivities, and assistance in times of private hardships and the
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like, then misbehaviour in the commons domain can be punished by 
ostracism in the social exchange domain. (See Aoki (2001) chapter 2, for 
such a model.) This is an instance where the reputation mechanism may 
become self-enforcing by linking games even if players are short-sighted 
and/or cannot be excluded in one particular domain. Specifically, the tragedy 
of commons can be controlled when the commons domain is embedded in a 
tight social exchange domain. Essentially the same mechanisms are found in 
a variety of situations such as: the natural environment that is protected by 
the community of citizens who share the same values; and free contributions 
to open-source software development made by individual engineers who 
aim to enhance their professional reputations, etc.

This type of linkage mechanism corresponds to the sociological notion of 
'social embededness' due to Granovetter. It is particularly worth noting that 
the author made an explicit reference to the endogeneity of norms as well as 
their strategic nature from a sociological perspective. He argued that 'agents 
in markets and organizations in the modern society generate trust and dis­
courage malfeasance by being embedded in concrete personal relations 
and structures (networks)'. The norms and values are not a one-time influ­
ence but an ongoing process, continuously needing to be constructed and 
reconstructed through interactions. In other words, values and norms may 
be perceived as exogenously received by individuals, though actually they 
are endogenously shaped by them 'in part for their own strategic reasons’ 
(1985, p. 57. Italics by the present author).

Another type of linked games of institutional relevance can be found in 
the bundling of multiple similar or disparate domains. For example, a single 
employer can bundle multiple employment contracts with workers. Then an 
equilibrium may emerge that can elicit higher levels of effort from each 
worker than would be possible under a single contract, because the threat of 
terminating a contract with a worker who shirks and replacing him/her with 
another becomes more credible, provided that the employer can prevent 
collusion among the workers (Murdock, 1996). The economic exchange 
domains thus bundled are then transformed into a prototype of an organ­
izational domain as defined above. A somewhat similar example is found in 
the financing of multiple entrepreneurial projects of similar types by a 
single financier (venture capitalist). In spite of multiple financing costs, 
multiple contracts under the threat of termination before completion of the 
project may be beneficial to the financier because they can broaden future 
options in the presence of high developmental uncertainty. Further, by 
promising to share a large prize only with the most successful entrepreneur, 
this type of bundling may also elicit higher developmental efforts by entre­
preneurs because of its tournament-like situation. The possibilities of the 
option value and externalities created by the tournament are considered 
two fundamental institutional features of the entrepreneurial competition
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as observed in Silicon Valley. (See Aoki and Takizawa, 2002, for such a 
model.)18

Examples in the above paragraph are of bundling by a single player internal 
to each of the bundled domains of similar types (employer, financier). 
Bundling may also be institutionalized by a third party external to domains. 
Suppose, for example, that the reputation mechanism cannot sustain honest 
exchanges (mutual contract compliances) between two anonymous traders 
because they are not expected to meet again. However, if multiple domains 
of this sort are bundled with an intermediary who can disseminate informa­
tion regarding the past contractual compliances of the actors, the two-person 
reputation mechanism can be effectively replicated, provided that honest 
information processing and dissemination by the third party can be moti­
vated by his/her own reputation concerns (note that we treat the third party 
as a strategic player). The Law Merchants (Milgrom, North and Weingast, 
1990), credit bureaux, escrow services, on-line certification authorities and 
auction-sites are examples of such third parties. It is important to note that 
third parties in bundling are by themselves strategic players and they should 
be treated as such in an analysis of institutionalization.

Still more complex linked games exist between domains of different types. 
As suggested, the organizational exchange domain may internally generate 
particular modes of information-systemic and organizational-architectural 
characteristics. But those characteristics may not be sustainable by themselves. 
The members of the organization, the helmsman and the operative alike, may 
also be active actors in particular economic exchange domains (such as finan­
cial, labour and political exchange domains) and coordinate their own inter­
nal and external strategies. As a result a complex institutional structure, 
known as corporate governance, may evolve across those domains.19

Institutional complementarities: In linked games each actor or a particular 
actor coordinates his/her own strategic choices across domains and generates 
a single institution (equilibrium). Alternatively, we can conceive of the 
possibility that, even if actors may not consciously coordinate their own 
choices across domains, they regard an institution in another domain as a 
parameter and accordingly choose strategies in their own domains, and vice 
versa. In such situations, institutions evolving in each of these domains may 
become interdependent and mutually reinforcing. This intuition can be game- 
theoretically warranted. Suppose simply that x' and x" are two alternative 
institutions (equilibrium outcomes) in domain X, while z' and z" are two alter­
native institutions in domain Z. Suppose that the utility difference U(x’) -  
U(x") increases for all the players in domain X (they do not need to have the 
same utility function), when z' rather than z" prevails in domain Z. By the 
same token, suppose that the utility difference V(z') -  V(z") increases for all 
the players in domain Z (they may be partially or totally overlapped with
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those in domain X), when x' rather than x" prevails in X. Then the games 
in X and Z are said to be super-modular, and x' and z' (alt. x" and z") are 
said to complement each other. If the super-modular condition holds, then 
the equilibrium combination can be either (x', z') or (x", z").20 Further, 
even if one of them is less efficient in terms of Pareto-ranking, it may still 
prevail as an equilibrium (an overall institutional arrangement), once it is 
achieved.

This is a powerful and useful analytical tool for institutional analysis. First, 
as just mentioned, it explains why there can be a variety of overall institu­
tional arrangements across economies, even if the economies face the same 
types of domain characteristics (such as technologies or common markets 
connecting them), as well as why a sub-optimal overall institutional arrange­
ment can persist. Second, institutional complementarities are not necessarily 
conditional on consensus among actors in domain X regarding the absolute 
ranking of x' versus x" (i.e. it is not required that U(x') -  U(x") > 0). Only a 
weaker agreement in the direction of change in their 'relative' preferences 
associated with a parametric change in z matter. Thus the emergence and 
sustenance of an overall institutional arrangement may become stable and 
robust even if there is a conflict of interests among the actors about the 
absolute preference for a component institution in isolation.

For example, suppose that the manager prefers retaining the exclusive 
rights of managerial prerogatives over work within his/her own firm, but 
wages are set by a corporatist agreement and enforced by the state, as in 
Germany, rather than through individual contracts. Then the manager's 
dislike of workers' participating in work control through co-determination 
and the works council may be somewhat mitigated, because yielding a partial 
control of rights to the workers may substitute for the missing pecuniary 
incentives. Then the works council in the organizational-exchange domain 
and corporatism in the political-economic exchange domain would become 
institutionally complementary to each other, while the combination of 
exclusive managerial prerogatives and individual wage contracts would 
become another possibility.21

5 How institutional change occurs

Even if the nature of the overall institutional arrangements can be under­
stood in equilibrium terms, it does not mean that institutions will not 
change. It would if there could be a substantial equilibrium shift. However, 
because we have conceptualized an institution as a summary representation 
of salient features on an equilibrium path, gradual changes in equilibrium as 
a passive response to continual changes in the parameters of the game form 
may not be immediately reflected in the form of an institution. In that sense, 
institutions can be robust and inertial even if the environment of the game 
is continually changing to a certain extent. Then, when and how does a
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qualitative change in equilibrium occur that will necessitate a corresponding 
change in its summary representation? In this section, we consider the 
generic nature of an institutional change in a domain. In the next section we 
consider dynamic interactions of institutional changes across domains in a 
relatively more concrete fashion.

While the game is repeatedly played, the parameters of the game form 
may gradually change. These parameters may include the mental states and 
skill levels of the actors that condition the scope and impact of their choices, 
as well as technologies that define the ways in which their choices are 
transformed. However, these changes may rather be regarded as partially 
endogenous in the sense of being induced through the repeated plays of the 
game and thus patterned after them. Therefore Greif (2006) aptly calls the 
parameters of the game form 'quasi-parameters'. And because of this quasi- 
parametric nature, these changes may in turn reinforce the sustenance of an 
institution, i.e. the salient patterns of plays. But as the patterns of plays 
repeat and expand, the accumulated consequences can start to generate some 
inconsistencies vis-a-vis the environment of the domain, as are evidenced by 
the depletion of natural environments and stocks of natural resources 
increase in friction with the order of surrounding domains (including for­
eign markets) and the like. In this situation, mutant strategies that have been 
suboptimal but randomly generated may start to exhibit increasing viability. 
Also, searches for, and experiments with, new types of strategies consistent 
with the emergent environments may be earnestly initiated. In other words, 
actors may seek to expand their activated sets of choices. When such devi­
ations from the existing patterns of playing occur beyond a certain threshold, 
and the actors' beliefs in the sustainability of existing patterns of playing 
become problematic, the existing institution may be said to face an institu­
tional crisis. Competition between searches for new types of playing on one 
hand and efforts to preserve the existing pattern of playing on the other may 
become keener. This competition may eventually result either in convergence 
to a new equilibrium, the persistent dominance of the existing pattern of 
playing, or utmost chaos. Concrete cases of these possibilities need to be 
examined, but we can make comments on two generic points here.

When new types of strategic choices are searched for and experimented 
with vis-a-vis old patterns of strategic choices, what kinds of forces will be 
operating in this process? Especially, even if there are many possible alterna­
tive equilibria, how is one particular equilibrium selected? First, selection 
may be influenced by the entrepreneurial players pursuing a new type of 
bundling with predictive beliefs in the viability and/or desirability of a 
prospective equilibrium, as well as by a charismatic leader/political organ­
ization that makes a particular direction of change a 'focal point' through 
its normative beliefs in the nature of the future equilibrium. Second, the 
dominating political organization may try to implement its political beliefs 
through the enactment of statutory laws.22 What influence does a statutory
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law have on the formation of new institutions in other domains? Further, 
does the political initiative only go one-way? In other words, is there no 
feedback mechanism from other domains to the political-exchange domain? 
Since the enactment of statutory law may be conceived of as a consequence 
of strategic interplays in the political domain, the above questions may be 
reformulated in a more generic form: How do domains interact in the process 
of institutional change? We argue below that the very same mechanisms that 
lead to the coherence of the overall institutional arrangements can operate 
as factors that facilitate or deter institutional change in the longer term.

6 The m echanism s o f institutional change

We suggest that there may be two types of generic mechanisms operating in 
the process of institutional change across domains: (1) linking the same or 
different domains in a novel way; and/or (2) the creation of a momentum for 
making hitherto unobserved or sub-optimal choices viable and subsequently 
establishing and even creating, a new type of domain through complemen­
tary interactions across domains. These two types of mechanisms can operate 
conjointly in a complex manner in the actual process of institutional 
change, but we begin by treating them separately.

Schumpeterian disbundling and new bundling. We hinted that one aspect of the 
formation of the firm can be understood as the bundling of multiple 
employment contracts. The historical emergence of the factory system can be 
considered in that light as an institutional innovation by the entrepreneurs 
to provide effective discipline over the workers rather than as merely an 
adaptive response to technological change. By the same token, the reverse 
trend from the integrated organizational architecture of the modern corporate 
firm as envisioned by Chandler (1977) to the spin-offs of hitherto internalized 
activities to outsourcing, as well as the formation of a supply chain by inde­
pendent firms, can be thought of as institutional innovations through the 
reconfiguration of bundling. Also equilibrium shifts from internalized 
bundling to third-party mediated bundling are often found in the process of 
institutional change. The emergence of modular entrepreneurial firms in 
Silicon Valley, whose competition is mediated by venture capital financing, 
is one example.23 For another, business groups including trading companies, 
often emerge in developing economies as ways of enforcing contracts when 
the rule of law by the state has not been firmly established. However, as pro­
fessional competence in designing, agreeing upon, and enforcing contracts 
becomes more available, the relative economic value of the trading company 
in mediating intra-group transactions may gradually decline. However, even 
when the institutional value of the grouping gradually erodes, a group may 
strive for survival in pursuit of the monopoly rents that result from exclusive 
bundling. An institutional change from corporate grouping to more open
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contractual relationships governed by a third party (such as the court) is 
likely to involve a Schumpeterian entrepreneurial challenge, countered by 
political, economic and social resistance by the old group. Rebundling and 
disbundling cannot be realized simply with a legislator's pen-stroke.

Overlapping social embeddedness. Let us imagine that the choice set of the 
actors potentially includes all physically possible action choices (possibly of 
infinite dimensions), but that the player activates only his/her small subset 
of finite dimensions as a 'repertoire' of actual choices at any point of time.24 
In general, the player may change this repertoire over time by adding new 
choice possibilities and deleting those that are obsolete in response to avail­
able technological changes and the development of skills, as well as changes 
in his/her own physical and mental states shaped by training, experience, 
perception of the external world, etc. However, the speed of this change may 
vary depending on the type of domain. The choice possibilities open to 
actors, and accordingly to equilibrium strategy profiles, may change relatively 
slowly in the social-exchange domain, while those in the organizational 
exchange domain may change relatively faster, because the organizational 
architecture may be susceptible to design competition among entrepreneurs 
subject to constraints imposed by complementary institutions (such as 
labour and capital markets). Thus it is possible that the same type of choice 
profile in the social-exchange domain can link itself with different choice 
profiles in other domains. In other words, the same type of social norms may 
embed different institutions in other domains over time in an overlapping 
manner.25

For example, consider the opening of exchange opportunities with outside 
merchants facing a rural community in the pre-capitalist period where the 
social norm of cooperation in the management of the commons, such as 
the irrigation system, had prevailed. Until the resurgence of institutional 
economics in the late twentieth century, various social science disciplines, 
including economics, sociology and anthropology, have tended to draw a 
sharp line between community relationships in the pre-capitalist economy 
and market relationships in the capitalist economy. But the presence of 
social norms as an institutional device to promote and sustain cooperation 
in the rural community can facilitate, or deter, its transition to a market 
economy, contingent on the historical conditions prevailing there. In some 
cases, the presence of social norms may serve as a transitory mechanism of 
contract enforcement in the underdevelopment of the rule of law governing 
the economic exchange domain. It can do so by facilitating collective pun­
ishment on breaches of contracts by merchants from the outside, while 
restraining their own breaches through peer monitoring in order to preserve 
their collective reputation to outside markets. Cases of these possibilities 
drawn from experiences in East Asia are documented and their theoretical 
implications were examined in Aoki and Hayami (2001).
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Dynamic institutional complementarities: The concept of static institutional 
complementarities has a natural dynamic version formulated in the 
Momentum Theorem by Milgrom, Qian and Roberts (1991). Liberally 
rephrased, it holds that, even if the initial level of human competence in 
domain X conducive to the support of potential institution x' is low, the 
presence of complementary institutions in other domains may amplify the 
impact of a policy intended to induce x', and that once momentum is 
initiated, x' may gradually evolve as a viable institution. Conversely, even if 
laws are introduced to induce institution x', the absence of complementary 
institutions and supporting competence in this and other domains may 
make its realization difficult.

One example is the role played by the institutional infrastructure of 
contract implementation in Hong Kong in the transition of the Chinese 
economy to a market economy. It is now well-recognized that China's 
remarkable growth since reform was initiated in the late 1970s and was 
largely driven by foreign direct investments and commodity exports. By 
1977, however, the Chinese economy was virtually closed to the world 
market economy, while the domestic economy was largely governed by a 
command system. How could such an economy attract massive foreign 
investments in spite of regulations over the remittance of investment returns 
to home countries? How could it be expected to entertain export contracts 
in the absence of an effective rule of law governing domestic market 
exchanges? In fact, large portions of capital inflow and commodity exports 
were mediated through Hong Kong (Shinohara, 2002), where the legal infra­
structure of contract implementation and enforcement was relatively well- 
developed and the associated competence of individuals in law, accounting, 
consulting, transportation logistics and foreign languages was already 
in place or was relatively easily acquired from abroad. Once the Chinese 
economy became involved in exchange relationships with outside markets, 
it was able to gradually develop its own competence through complemen­
tary reinforcement by the infrastructure in Hong Kong.

7 Conclusion: history and the dual nature 
of institutions again

We started with the concept of the domain of the game delineated by the 
game form and then conceptualized institutions as an equilibrium outcome 
of the strategic interplays of the players in the domain. Then we proceeded 
to prototype economic, social, political and organizational exchanges in the 
form of specific domain characteristics and examined possible mechanisms 
of strategic interdependencies across them to form a coherent, overall insti­
tutional arrangement. Finally, we discussed how such interdependencies 
operate dynamically to condition the direction of institutional change when
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the equilibrium supporting the overall institutional arrangement is perturbed 
to a substantial degree.

More specifically, we specified the dynamic mechanisms of Schumpeterian 
rebundling, overlapping social embeddedness and dynamic institutional 
complementarities. They are conceptually distinct, but are likely to operate 
simultaneously and in an interactive manner. While Schumpeterian re­
bundling can bring more innovative elements into the process of institutional 
change by destroying old bundling, the overlapping social embeddedness and 
dynamic institutional complementarities can impact on it with past legacies. 
However, even innovation-minded Schumpeterian rebundling has to take 
place in the milieu of complementary institutions/competence inherited 
from the past while embedded in persistent social norms. On the other 
hand, overlapping social embeddedness and dynamic complementarities 
may not necessarily deter institutional innovation. On the contrary, the for­
mer may facilitate the transition into a new institutional arrangement, by 
reproducing the same pattern of social exchanges vis-ä-vis new emergent 
domains. The latter may create a momentum for the emergence of a new 
institution, once complementary links between the old and new domains 
are initiated.

Thus, institutions in the past and in the future are mutually interlinked in 
a complex manner. Institutions generated endogenously in one period of 
time become external constraints and/or enabling facilitators for further 
institutional dynamics in their own domain as well as beyond. Thus, in a 
dynamic context the distinction between the endogenous and exogenous 
views of institutions tends to become blurred; a semantic quarrel over them 
is fruitless. There are continual and uninterrupted spiral movements for the 
newly born to be eventually turned into the established, on which basis 
future innovations will be moulded ad infinitum. Both views can be regarded 
as capturing different aspects of the same entity in incessant motion.

Notes
1. The terminology 'game form' is due to Hurwicz (1996) and distinct from the 

classical notion of the game defined as 3-tuple of the set of players, the sets of 
action choices facing them and the profile of pay-off functions over them. In 
contrast to the pay-off function, which might contain the subjective element of 
utility, the game form thus defined is meant to capture only objective parameters 
of the game. By doing so, we can distinguish the different notions of institutions 
in the literature by focusing on different facets of the game form.

2. Adam Smith refers to 'the great chessboard of human society (in which) every 
single piece has a principle of motion of its own, altogether different from that 
which the legislature might chuse to impress upon it' (1759, p. 234). See also the 
appendix of Hayek (1973). Braudel, the foremost scholar of the French Annales 
School of History, made an extremely interesting suggestion on the possibility of 
'qualitative social mathematics' as tools for comparative and historical analysis, as
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well as for crossing lines of different social science disciplines. He was inspired by 
‘the games of Von Neumann and Morgenstern' (Braudel 1958/1980, particularly 
pp. 38-52).

3. I discussed these two problems of the view of institutions as rules-of-the-game in 
greater detail in Aoki (2001), ch .l. Also see Grief (1997, 2006).

4. The multiplicity was emphasized by Sugden (1986) as a precondition of the 
equilibrium conceptualization of conventions.

5. This exogenous-endogenous duality was the focal point of the phenomenological 
approach to the sociology of knowledge by Berger and Luckmann (1966).

6. North writes, 'Belief systems are the internal representation and institutions the 
external manifestation of that representation' (1999, p. 9). However, while 
North seems to have mainly cultural beliefs and the like on his mind, we refer to 
beliefs as 'expectations' about ways the game is played at this point of the 
discussion.

7. See Hayek (1945), Koopmans (1957) and Hurwicz (1960).
8. Technically speaking, the institution thus defined is equivalent to an equilibrium- 

containing cell (information set) of the finest partition on the set of strategic 
choices, which is coarser than the partition of any player (see Fagin et al., 1996, 
pp. 36-40).

9. More generally, one may conceive of types of domains that intersect with other 
domains and generate cultural values and beliefs, although the ways in which 
such domains can be analysed in terms of the game have hardly been explored; 
(see however Kaneko and Matsui, 1999). For an interesting non-game-theoretic 
exploration, see Ikegami (2005). For the relationships between cultural values and 
institutions, see Greif (2006), North (1999), Nelson and Sampat (2003).

10. See Aoki (2001), chapter 2.
11. North (1990, 1999) emphatically argues that the organization is a player of the 

game, but not an institution as are the rules of the game.
12. The terminology 'helmsman' is due to Arrow and Hurwicz (1960). In economics, a 

prototype organization is often analysed in terms of a two-person contact. But we 
consider that it is essential to regard the organization as at least a 3-person game.

13. Such a pattern may be thought of as corresponding to the ‘routines' in the 
evolutionary framework of Nelson and Winter (1982). Also see Nelson and 
Sampat (2003).

14. See 11 above.
15. This framework follows that of Weingast (1993) who considered the democratic 

state as an equilibrium. We consider the possible multiple equilibria even for this 
simple prototype.

16. The English words 'stable', 'state' and 'institution' are all said to have been derived 
from the same Latin word 'status' (standing condition). Thus it seems seman­
tically warranted to conceptualize the 'state' as a political institution to be a stable 
equilibrium in the political exchange domain. See Aoki (2001, chapter 6) for a 
variety of prototype states as equilibria.

17. Coleman (1990), Aoki (2001 chs 2.2 and 8).
18. An example of bundling of disparate domains by a single player internal to all of 

them can be found in 'linked contracts’ in the developing economy. See Bardhan
(1977).

19. For this, see Aoki (2001), chs 11-14.
20. Topkis (1978), Milgrom and Roberts (1990) and Aoki (2001), ch. 8.
21. See Aoki (2001) ch. 11.2 for a detailed discussion and proof.
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22. This last mechanism is the one emphasized by North (1999).
23. This phenomena is discussed in Aoki (2005).
24. The term is due to Dosi and Marengo (1994).
25. Implications of interactions between slow-changing institutions and fast-changing 

institutions in general are discussed in a recent paper by Roland (2005).
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7
Fast-Moving and Slow-Moving 
Institutions*
Gérard Roland
University of California, Berkeley, USA

1 Introduction

Understanding the conditions for successful economic growth and develop­
ment is becoming an increasingly central question in economics. It is the 
same question that Adam Smith was asking in 1776 when he founded the 
discipline. For many decades, the central question in economics concerned 
the comparison of markets and hierarchies in the allocation of resources, 
and was the focus of the entire general equilibrium programme, but its 
importance in economics receded with the collapse of central planning. More 
recently, the very diverse performances of various developing countries and 
countries in the process of transition from socialism to capitalism have 
revived the 'Adam Smith question'. For example, why has the growth per­
formance of Russia been so dismal in its first decade of transition, whereas 
China has been growing at over 8 per cent per year throughout its two 
decades of transition? Why has the Argentine economy, one of the richest in 
the world in the early twentieth century, more or less collapsed? Why have 
the 'Asian tigers' experienced a successful economic take-off, whereas the 
economies of most African countries have been decimated by misery, war, 
and disease?

The Adam Smith question is not only central in the economics of 
development; it is also central in economic history and transition economics. 
Why the early success of Britain? Why the failure of Spain to take off when 
Britain was industrializing? How can one explain the success of some of the 
latecomers to industrialization (Gerschenkron, 1962) and the 'modernization 
failures' in Egypt and large parts of the former Ottoman empire? Whereas 
these questions can only be answered by digging into the past, the transition

* I am grateful to Erik Berglöf, Grigore Pop-Eleches, Thad Dunning, and especially 
Ruth Collier for very helpful comments. I also thank seminar participants at the World 
Bank. An earlier version was published in Studies in Comparative International 
Development, vol. 38(4) 2004, pp. 109-31.
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experience of the 1990s was both a testing ground for the traditional body 
of economic theory and an invaluable source of new information about 
conditions for successful capitalist development. It has been a humbling 
experience for the so-called W ashington Consensus and has unveiled many 
weak spots in the certainties of the econom ics profession (see Roland, 2002). 
It has also raised new  questions and puzzles, the m ost im portant one being 
the Chinese 'econom ic miracle' follow ing a strategy quite rem oved from the 
on e recom m ended by the W ashington Consensus.

The revival of the Adam Smith question has been associated with 
increased support for the institutionalist school in economics (North, 1990; 
Williamson, 1975, 1985; and others). Paraphrasing Nixon, we can say ‘We 
are all institutionalists now.' However, there are by now probably as many 
interpretations of the new institutionalist bible as there are different 
Protestant churches. What do we mean by institutions? What are the rele­
vant institutions for successful development? Are they complements? 
Substitutes? Is there one 'first-best' set of institutions, or is the optimality of 
institutional systems country-specific? To what extent can 'optimal institu­
tions' be imported? How does institutional change occur? How can a coun­
try improve its institutions? All of these questions are important, and few 
have yet received a convincing answer.

In this chapter, I try to make some progress in providing a conceptual 
framework that would allow us to tackle these questions. It is not my purpose 
to survey the literature on institutions within the field of economics, but 
I will discuss some of the contributions along the way. First, I discuss the 
approaches to institutions in the discipline of economics. Next, I propose a 
classification of institutions to provide a basis for understanding the inter­
actions among institutions and institutional change. I distinguish between sets 
of institutions based on whether they change slowly and continuously or rapidly 
and irregularly. I term the former 'slow-moving' and the latter 'fast-moving' 
institutions. What is often called 'culture', including values, beliefs, and 
social norms, can be classified as a slow-moving institution. The evolution of 
culture is closely related to the evolution of technology and scientific knowl­
edge, which obviously plays an important role in understanding growth. 
Like culture, technology evolves slowly and continuously, although the pace 
may vary.

Fast-moving institutions do not necessarily change often but can change 
more quickly -  sometimes nearly overnight. Political institutions can be 
classified as fast-moving institutions. In this chapter, I take an initial look 
at the interaction between slow-moving and fast-moving institutions and 
argue that the analysis of the interaction between the two types can shed 
light on institutional change (why it occurs, how, and when). I suggest 
some preliminary hypotheses, such as the difficulty of transplanting 
institutions into different cultural contexts. Finally, I offer some policy 
implications.
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2 Posing the institutional question in econom ics

One of the main problems in institutional economics is that there exist 
myriad institutions in an economic system. Economists have taken different 
approaches to understanding institutions as they attempt to understand 
which institutions are relevant for growth and development.

2.1 What do I mean by institutions?
In order to identify the relevant institutions, one must first ask exactly 
what is meant by 'institutions'. North (1990, p. 3) defines institutions as 
constraints on behaviour imposed by 'the rules of the game' in society: 
'Institutions include any form of constraint that hum an beings devise to  
shape human interaction.' This definition includes formal and informal 
institutions. It is a very broad definition in that it includes in particular 
social norms and all other constraints imposed by a society's system of 
beliefs and values. In that regard, from North's perspective it does not make 
sense to distinguish between 'institutions' on the one hand and 'culture' on 
the other as fundamentally different causal mechanisms to explain growth 
and development; both are institutional causes, simply different ones. 
North, however, explicitly excludes organizations as institutions; for example, 
he considers banks to be organizations, not institutions. Yet the banking 
system itself is shaped by the institutional system (laws and regulations 
related to the financial system).

Economists have modelled institutions in two alternative ways: either 
as exogenously given constraints on behaviour (following North) or as 
endogenously appearing self-enforcing rules that are the equilibrium of a 
repeated game (Aoki, 2001; Greif, 1993, 1994). Institutions have no meaning 
if the constraints they impose are not enforced. In the exogenous models, 
enforcement relies (often implicitly) on the role of a third party. Such models 
therefore have the disadvantage of raising the questions of where these third 
parties derive their enforcement power and what their incentives are to 
enforce the rules. By contrast, Aoki's (2001) elegant approach to institutions 
as endogenous, self-enforcing rules does not simply assume away the difficult 
question of enforcement. However, this approach is mostly tractable when 
one looks at relatively simple institutions such as contract enforcement. In 
many cases, one would need to define the self-enforcing object as a large 
cluster of institutions. A general equilibrium approach is thus very ambitious 
but also quite complicated. For purposes of the (partial-equilibrium) analysis 
of specific institutions, it suffices to take institutions as exogenous and to 
understand their effects on human behaviour and interaction.

To avoid adding semantic confusion, I take as a starting point North's 
definition of institutions. The next (and probably more important) question 
is how to classify different institutions. Some sort of classification is import­
ant because, in order to understand an economic system, one must have a
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conceptual framework to understand the interactions between the various 
institutions at work within that system.

2.2 Approaches to classifying institutions
2.2.1 The functional approach
A first method of classification, often adopted by economists, is provided by 
a functional approach, which defines institutions by the needs of efficient 
contracting and investing: we need property rights to write contracts, bank­
ruptcy laws and courts to enforce the contracts, financial market institutions 
to secure investment, governments to provide public goods and infrastruc­
ture, and so forth. Under the functional approach, a specific institution 
corresponds to each need. This is a straightforward and natural way to think 
about institutions.

The functional approach, however, is not without its problems. First of all, 
it is not straightforward to derive specific existing institutions from the needs 
they are called upon to fulfil. There are many different bankruptcy laws in the 
world. How does the functional approach account for this diversity? At best, 
it can provide -  with some help from theory -  a prescription for the optimal 
bankruptcy law contingent on differences in economic circumstances. For 
example, in an economy where agents are very risk-averse and display little 
taste for entrepreneurship, a bankruptcy law should not be too punitive 
towards failed entrepreneurs, whereas bankruptcy laws should be tougher 
towards debtors in an economy where agents are both very entrepreneurial 
and prone to cheating to make a quick buck. However, this approach does 
not explain adequately the choice between different institutional arrange­
ments that fulfil the same function, or why some countries end up with inef­
ficient institutions. A second problem is that it is difficult to say something 
about systems of institutions other than as an average of individual institu­
tions satisfying particular needs. The functional approach does not tell us 
how institutions interact.

2.2.2 A macrosystemic approach
A second method for classifying institutions is provided by a macrosystemic 
approach. Subscribers to this approach start from a descriptive list of different 
institutions, going from general (political, legal, social) to specific categories; 
political institutions include, for example, regime type, electoral practice, 
rules affecting legislative bargaining, and the degree of federalism. This 
approach helps us to understand the effects of particular institutions and to 
perform a comparative institutional analysis, one of the main goals of the 
research agenda of institutional economics. Indeed, institutional description 
allows us to define an extensive-form game that is not arbitrarily given but 
that follows the description of the institution. For example, to understand 
the divergent effects of presidential versus parliamentary democracies, one 
defines extensive-form games based on the existing constitutional features
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of the different political systems (e.g. Persson, Roland and Tabellini, 2000). 
Analysis of the equilibria of those games suggests which institutional details 
may be relevant and which may not be: the irrelevant details are the ones 
that, when varied or changed, do not affect the equilibrium of the game. 
This is a pretty foolproof method, using tools of game theory to determine 
which institutional details are relevant and which are not.1

Not only can the macrosystemic approach provide a natural method for 
understanding the effects of specific institutions, it also allows us to concep­
tualize and analyse systems of institutions. For example, recent research 
has emphasized the different sets of institutions in common law versus civil 
law countries (La Porta et al., 1998a, 1998b, 1999, 2000); portfolio- versus 
bank-oriented systems of finance (e.g. Mayer, 1987; Berglöf, 1990); and par­
liamentary versus presidential systems (Persson et al., 2000); as well as in 
countries with different electoral rules (e.g. Lizzeri and Persico, 2001; Persson 
and Tabellini, 1999; Milesi-Ferretti et al., 2002; Persson et al., 2003), federal 
versus centralized government (Weingast, 1995; Cai and Treisman, 2001); 
and democracy versus dictatorship (Acemoglu and Robinson, 2005).

Systems of institutions are characterized by complementarities and substi­
tutability of different institutions. This observation raises questions about 
the interactions among specific institutions within any institutional system. 
What, for example, are the interactions between antitrust institutions that 
foster market competition and managerial incentive structures? Between 
incentive structures and property rights, social norms and legal arrange­
ments, or corporate governance and labour-market institutions? What is 
the relationship between labour-market institutions and social-insurance 
systems? How are economic institutions related to electoral rules and other 
aspects of the political system? Asking these questions about interactions 
between institutions seems to make the task of understanding institutions 
even more daunting. One must understand not only myriad real-world insti­
tutions but also the interactions among them. The combinations appear 
astronomically complex.

In practice, however, this is not the case. Kornai (1995), for example, 
noted a strong congruence among economic institutions for allocation of 
resources and forms of ownership. Institutional systems are generally not a 
modular constmction where one module can be replaced easily by another. If 
this were so, 'institutional shopping' would be nearly as easy as supermarket 
shopping. Institutions generally form a system in the sense that each insti­
tution in the system is complemented by others, achieving a certain systemic 
consistency. Replacing one institution by another can in some cases danger­
ously disrupt this systemic consistency. Piecemeal institutional change in 
some directions is made impossible when there are strong complementarities 
among institutions.

These strong institutional complementarities have figured prominently in 
debates about the optimal institutional reform strategy from socialism to
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capitalism in the former communist countries.2 Post-socialist transition is, 
however, not the only example. Institutional congruence may help to 
explain why institutional transformation in Japan appears to be so difficult. 
The Japanese economy has been ailing for more than ten years, and no fun­
damental institutional reform has taken place. Reform-minded politicians 
seem to face insurmountable obstacles.

The existence of complementarities among institutions suggests that 
analysts should examine systems of institutions and that countries can be 
classified accordingly. A distinction made by Evans (1989) and picked up 
by Acemoglu and Robinson (2002) and many others (e.g. Shleifer and 
Vishny, 1994) is that between 'predatory' and 'developmental' institutions. 
Predatory institutions allow the minority in power (usually, although not 
necessarily, under a dictatorship) to use its power to prey upon economic 
agents, thereby reducing the latter's incentive to invest and produce. 
Developmental institutions, by contrast, encourage development and 
growth by providing a 'helping hand' to private agents, providing public 
goods such as education, infrastructure and incentives to invest. This dis­
tinction between predatory and developmental institutions is certainly the 
most important classification economists can think of, given the interest in 
the Adam Smith question.

However important this distinction, it is based on outcomes, and does not 
specifically identify the relevant institutions. What are the predatory insti­
tutions? What are the developmental institutions? In other words, what are 
the main institutional mechanisms that lead to stark differences in growth 
outcomes? Much empirical research does a poor job of dealing with these 
questions because the indicators used are mostly surveys among business- 
people and economic agents asking about the security of property rights. 
Not only are these measures subjective and imprecise, but it is difficult to tell 
how well they separate perceptions of bad institutions (the cause) and bad 
economic performance (the effect). Identifying the precise mechanisms 
leading to predatory and developmental institutions is important from 
a policy perspective. Are predatory institutions essentially the product of 
multiple regulations put in place by corrupt bureaucrats to extract bribes? 
Are they the result of an inadequate separation of power within the govern­
ment and the bureaucracy? Or are they related to differences in the culture, 
education and quality of bureaucrats? Clearly, different answers to these 
questions lead to quite different policy conclusions, reinforcing the need for 
a better understanding of institutional systems worldwide.

A major empirical challenge is to disentangle the relative importance of 
different institutions: the quality of the legal system and of law enforcement; 
the quality and integrity of the bureaucracy; the nature of the political 
regime, electoral rules and the degree of federalism; social capital; and social 
norms and values. Ideally, we would be able to measure the separate effects 
of different institutions or the joint effect of a subset of institutions, but this
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task is not easy. First of all, as mentioned above, many institutions are strongly 
correlated. This does not pose too big a problem, however, because factor 
analysis allows us to deal with a large number of correlated independent 
variables. One can even argue that factor analysis is a good strategy for 
empirical research on institutions, because identification of clusters of insti­
tutional variables will be very helpful for further conceptualization of 
institutional systems. A bigger obstacle than correlation is the identification 
problem; institutions are usually not exogenous but may themselves be the 
product of other institutional constellations. Are legal arrangements causing 
social norms, or is it the other way around? Considerable craftsmanship and 
innovation in datasets will be required to find adequate estimation strategies 
to tackle those questions.

2.3 Change and persistence of institutions
2.3.1 The functionalist pitfall

We have seen that a functionalist approach poses important problems in the 
classification of institutions. Functionalism also provides the biggest pitfall 
in trying to understand institutional change. The functionalist view is that 
institutions change by necessity in response to a change in their environment 
that diminishes the efficiency of existing institutions; it does not explain the 
mechanisms by which change takes place or fails to take place. It is rather 
like the social scientific equivalent of the Lamarckian view that organisms 
evolve in order to adapt to changes in their environment (as opposed to the 
Darwinian view that genetic mutations are random and that, when the envir­
onment changes, the mechanism of natural selection promotes the survival 
of the fittest). While functionalism has been criticized at length and has 
been deeply discredited in the political and social sciences (e.g. Elster, 1982), 
it has remained quite alive in economics, where it has a long tradition from 
Marx to Gerschenkron. In modern economics, functionalist explanations 
are justified by the assumption (mostly associated with the Chicago school) 
that economic agents can efficiently bargain to create adequate institutions. 
Institutions can be seen as the result of some kind of Coasian bargain within 
society (see Acemoglu, 2003, for a contrary view). Therefore, institutions 
should in general be both efficient and adapted to the existing social and 
economic environment.

2.3 .2  The persistence o f  inefficient institutions
Decades ago, however, Olson (1965) refuted the view that institutions are 
the result of an efficient Coasian bargain, by emphasizing the collective 
action problems of large groups. The Olsonian view stands in stark contrast 
to the Chicago view: inefficient institutions may survive for a long time 
because groups with stakes in institutional change fail to get organized and 
solve their collective action problem. However, collective action problems are 
not necessarily the only reason for the persistence of inefficient institutions.
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Acemoglu and Robinson (2000, 2001, 2005) have emphasized the commit­
ment problem that governments in general face, since there is usually not a 
third party to enforce agreements between various groups in society. Whatever 
group holds power will use that power in its own best interest. Thus, ruling 
elites who have a vested interest in maintaining their power in societies 
with inefficient institutions may not agree to give up that power because the 
winners of institutional change may not be able to commit to compensation 
schemes for the losers. Inefficient institutions may therefore persist because of 
the combined effect of social conflict and lack of commitment. For example, 
the Russian tsarist regime and the Austro-Hungarian Empire were much more 
resistant to change than Germany. In the former cases, aristocratic interests 
remained purely in land and had no commercial or industrial interests. The 
industrial bourgeoisie was seen as a threat to the power of the existing elite 
(Acemoglu and Robinson, 2002). In Germany, by contrast, the Napoleonic 
wars had deeply shaken the powers of the landed aristocracy, and the Prussian 
elite experienced an inter-penetration between industry and land.

So how does change come about? In the Acemoglu-Robinson models, 
from time to time exogenous and stochastic events give power to certain 
groups in society. Workers may be disorganized most of the time, but in a 
crisis are able to unite and have the strength to overthrow the existing 
regime. This model makes sense: it is important to recognize that the ability 
of social groups to organize depends partly on existing institutions. 
Dictatorships tend systematically to repress the collective action of those not 
in power, whereas democracy provides an institutional framework for the 
large majority of the poor to solve their collective action problem via polit­
ical competition and elections. This is partly why universal suffrage was such 
a big battle at the turn of the twentieth century. For the poor, it represented 
an institutional change that could maintain the momentum of exceptional 
moments, such as general strikes, in which the collective action problem 
could be solved momentarily. For the rich, however, the franchise was a 
way to commit to redistributive transfers toward the poor while avoiding a 
revolution (Acemoglu and Robinson, 2000).

A key insight from this discussion is that institutions impact the ability of 
different groups in society to solve their collective action problems. Therefore, 
institutional change is itself the object of political and social conflicts.

3 A framework for understanding institutional change
In order to have a meaningful understanding of institutions as systems, we 
need to understand interactions between different institutions; we must 
also have a way to understand institutional change. To make some progress 
along these lines, I propose a classification that is based on the capacity of 
institutions to change rapidly or slowly, and whether or not that change is 
continuous.
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3.1 Fast-moving and slow-moving institutions
I start with a fundamental distinction between slow-moving and fast-moving 
institutions. The former generally change slowly, incrementally and continu­
ously, whereas the latter are more given to rapid, discontinuous change 
in large steps. Political institutions, for example, have the potential for 
centralized decisional changes in large steps. In this sense, they can be 
fast-moving institutions, which change nearly overnight when there are revo­
lutionary moments. In contrast, social norms are more often an example of 
slow-moving institutions. While some social norms and values can change 
very rapidly in historical terms (e.g. a society's tolerance for cigarettes), in 
general, social norms and values change slowly. Even individual social norms, 
such as attitudes towards the death penalty or acceptance of corruption, tend 
to change rather slowly, possibly because many norms are rooted in religions 
whose basic precepts have changed remarkably little for centuries and even 
millennia; the major world religions have shaped and still shape the basic 
values and preferences of individuals, what they consider important in life, 
and how they expect other people to behave toward them. One can always 
find examples to the contrary, but values and social norms, seen as a whole, 
tend to change slowly.

It is not my purpose here to analyse why social norms or values change 
slowly, but simply to state the fact. An important element, however, is 
whether or not institutions can change by authoritative decision. Legal 
systems tend to be faster-moving institutions than social norms but slower- 
moving than political institutions. A given law can be changed overnight, 
but legal systems are rarely changed as rapidly as political institutions, such 
as electoral rules. On the other hand, the effectiveness of the legal system 
and the enforcement of laws depend on their acceptance and legitimacy in 
society and on the expectations of many actors. Thus the legal system is very 
similar to social norms, except that the system of rewards and punishments 
is legally codified and can be changed more rapidly than social norms, 
which can never change by fiat.

I also add a word about which institutions tend to change continuously 
and which discontinuously. Compared to social norms, political institutions 
may change more discontinuously; they may change little for prolonged 
periods of time, then change very abruptly. Social norms, on the other hand, 
tend to change continuously, albeit slowly.3 Legal arrangements are again 
somewhat in between. While the size of the increments of change and the 
extent to which change unfolds continuously or discontinuously are not 
identical concepts, there is an obvious, close relationship between these two 
aspects of slow- and fast-moving institutions; if steps of change are large but 
are taken rarely, for example, change occurs discontinuously.

What is the relationship between fast- and slow-moving institutions? 
Slow-moving institutions are by definition good candidates to influence fast- 
moving institutions, since the former may change a little at a time when the
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latter is changing dramatically. On the other hand, for this perspective to 
make any sense, slow-moving institutions must also change continuously, so 
as to produce inconsistencies with fast-moving institutions and thereby create 
pressures for change. An appropriate analogy is an earthquake: pressures 
along fault lines build up continuously but slowly, then suddenly provoke 
an earthquake that abruptly changes the topography of a given area. Slow- 
moving institutions are the equivalent of these tectonic pressures; fast-moving 
institutions are the equivalent of the topography.

Marx's theory of institutional change has some parallels to the one posed 
here. What he called 'productive forces' are analogous to slow-moving insti­
tutions, in that they change slowly and continuously yet create pressures for 
change in what Marx termed the 'superstructure' (what I term 'fast-moving 
institutions'). However, technology was the main component of Marx's pro­
ductive forces, and technology is not an institution. Thus, the Marxian 
scheme classified all institutions as part of the superstructure, including 
(following the philosopher Ludwig Feuerbach) ideas and culture. However, 
seen as the broader set of both social norms and values, culture is typically a 
slow-moving institution, one that influences fast-moving institutions. The 
present model thus differs from that of Marx, and is, in a sense, closer to Max 
Weber's emphasis on the importance of culture in explaining institutional 
and economic change. The approach described in this chapter is, in that 
sense, neo-Weberian.

3.2 Technology, culture and growth
Technology is a fundamental explanatory factor for economists seeking to 
understand growth. Technology is the accumulated stock of knowledge 
embodied in human society. Where does technology stand in our analytical 
scheme? Technology relates to a broader set of beliefs about the operation of 
the physical world and about the nature of interactions between humans 
and their physical environment. Culture, by contrast, comprises social 
norms, which refer to ideas about interactions among human beings, and 
the broader set of underlying values.

However, culture and technology have many things in common. Both 
tend to evolve continuously and slowly, although technology may be more 
prone to irregular bursts of change clustered around particular moments in 
time. Both involve research and experimentation, trial and error and learning. 
Education is the acquisition of both technology and culture. Moreover, the 
evolution of technology and culture is difficult to predict because they obey 
the laws of the evolution of knowledge: both are subject to unpredicted 
innovations that emerge in association with random, mutation-like recom­
binations of subsets of the existing stock of knowledge. These commonalities 
between culture and technology also mean that they evolve in parallel. Sets 
of beliefs related to technology influence sets of beliefs related to interactions 
among humans.
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Culture, understood in terms of social norms and underlying values, must 
therefore be analysed in conjunction with technology and with the growth 
of knowledge. Just as we are familiar with analysing technological innov­
ation and its role in economic growth, we should also look at cultural 
innovations and analyse their broad social and economic effects. Examples 
in history abound. Different societies have throughout history exhibited 
different attitudes toward manual labour and work in general, toward thrift 
and usury (and even toward the use of interest rates), toward respect of 
private property and of creativity, and towards the participation of women 
in different economic activities. Obviously, these cultural differences have 
had a profound impact on economic development and growth.

It is in a way strange that most economists have shied away from incorp­
orating cultural differences and cultural innovations in economic analysis.4 
The process of economic growth tends currently to be seen by economists as 
a combination of technology and institutions. I propose to view institutional 
change as the interaction between slow-moving institutions, culture in par­
ticular, and fast-moving institutions such as political and legal institutions. 
It is this interaction that drives institutional change, and it is the interaction 
between institutional change and technology that drives economic growth.

3.3 Interests and institutional change
An important question arises: if Olsonian interests play an important role 
in processes of institutional change, how should we understand the causal 
role of slow-moving institutions? Are they redundant as an explanatory 
factor? Change is driven by social forces that favour it and opposed by 
social forces that would lose from it. The balance of power between those 
two groups determines the dynamics of change. Yet, how the relative 
strengths of forces of change and of conservatism map onto conflict and 
change also depends on the existing institutions, on how they help or hin­
der groups in solving their collective action problem, and on how repre­
sentative and participatory the political institutions are.

While it would, therefore, be wrong to exclude the role of interests from 
discussions of institutional change, interests are not sufficient either to 
explain why institutional change takes place or to elucidate the direction of 
change. The institutional changes that took place in Western Europe in the 
eighteenth and nineteenth centuries would be difficult to imagine without 
the intellectual turmoil created by the Renaissance and the ideas of the 
Enlightenment, which were spread by communication technology such as 
the printing press. Ideas of equality and human rights led to enormous 
changes in forms of government, and to the long transition from absolutism 
to democracy. This contrasts sharply with China, where Confucianism and 
related ideas were miles away from the Renaissance and Enlightenment 
ideas. China has experienced time and again large rebellions of peasants 
(larger than in ancient Rome or feudal Europe), some of which even
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managed to overthrow the empire. However, given the ideological back­
ground of these revolts, most only led to a change of emperor or of dynasty, 
because the purpose of the rebellion was to replace the emperor with a 'more 
just' one.

The interests of oppressed groups always play an important role in institu­
tional change. However, the ability of oppressed groups to organize often 
relies on commitment to particular world-views. On the one hand, oppressed 
groups are often mobilized by elites who are driven by certain ideologies or 
world-views. The October Revolution in Russian is probably a good example: 
organized elites with a certain world-view managed to seize power in a 
situation of semi-anarchy after a military defeat. On the other hand, solving 
collective action problems of oppressed groups also depends on rank-and-file 
militants who care so much about the ideas they fight for that they are ready 
to pay enormous costs (often, their lives). To these people, the free-riding 
incentive that may normally bedevil collective action does not apply. Thus 
there is an important role for culture, world-views and ideological commit­
ment in explaining institutional change. Thinking that only interests drive 
institutional change implies the dangerous assumption that economic pros­
perity will make Islamic fundamentalism quietly disappear.

4 Some hypotheses using this framework
To shed light on the Adam Smith question with which I began, it is necessary 
to understand how the interaction of slow- and fast-moving institutions cre­
ates pressures for institutional configurations that may be growth-enhancing 
or growth-inhibiting. This interaction is not one-sided: slow-moving institu­
tions exercise causal pressures on fast-moving institutions, and, by the same 
token, the latter have a life their own and can influence the path of slow- 
moving institutions. Moreover, different slow- and fast-moving institutions 
may have different effects on economic growth in their own right, while the 
form of existing fast-moving institutions may promote or, alternatively, may 
inhibit further institutional change, with positive or negative implications 
for economic growth.

These issues are quite complicated and demand a major research effort in 
many directions. Nonetheless, in this section 1 use the framework developed 
above to suggest some working hypotheses about the institutional conditions 
for successful economic growth and development.

4.1 The failure of institutional transplantation
A first hypothesis is that transplanting institutions is likely to be unsuccessful. 
Support for this hypothesis is provided by the fact that transplantation of 
European institutions did not work well outside the settler colonies. 
Colonial settlers transplanted European institutions, fast-moving by defin­
ition, into a setting to which they brought their stock of knowledge, their
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technology, and their culture. The countries that grew from these settler 
colonies are now counted among the rich, advanced economies of the 
world. Contrast this economic outcome with post-colonial India, where 
British institutions were transplanted into a different cultural context, 
including a deeply rooted caste system. An even stronger contrast is Africa, 
where conscious attempts to introduce the Western-style institutions of the 
democratic, modern European nation-states pathetically failed to produce 
economic growth. Transplantation often does not work well precisely 
because institutions are characterized by the complex interaction between 
slow-moving and fast-moving institutions, and the former change slowly 
and are largely autonomous. Trying to impose Western fast-moving institu­
tions adequate to the West's own slow-moving institutions in countries with 
a very different history and culture is not likely to meet the same economic 
success.

The interaction between slow-moving and fast-moving institutions thus 
provides an explanation for why the transplantation of 'best-practice' 
institutions (or 'institutional monocropping'5) does not work. It provides 
content to the idea that different countries have different 'local conditions', 
which arise from each country's slow-moving institutions. It also provides a 
rationale for why reforms in a given country must build on these local 
conditions. In other words, countries with different cultural and historical 
paths must find within their existing slow-moving institutions the roots for 
changes in their fast-moving institutions.

4.2 The advantage of accumulated knowledge
Another hypothesis stems from a 'Jared Diamond' (1998) vision of the 
world, which proposes to explain the unequal development of civilization 
by the differences in the initial conditions facing early humans. Focusing on 
domesticable plants and animals and the (latitudinal or longitudinal) shapes 
of the continents, Diamond argues that the best conditions for developing 
civilizations were met in Eurasia, and within Eurasia, mostly in the Middle 
East and the Mediterranean. Favourable initial conditions led to population 
growth, which led in turn to higher production of surplus via division of 
labour. The latter led in turn to a higher production of knowledge, both 
scientific and cultural.

Let us take as a starting point this stock of knowledge dating to antiquity 
in the Mediterranean. This higher stock of knowledge does not refer only to 
scientific knowledge; the study of mathematics in Ancient Greece was more 
developed than anywhere else in the world, but the region's cultural diversity 
was also quite impressive, as evidenced by the number of competing religions 
in the Mediterranean at that time. Institutional innovation was also thriving: 
the variety of political systems in the region was much greater than else­
where. Most of the forms of government known throughout history were 
invented in the Mediterranean and in the Old World (Finer, 2001); even today,
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'old Europe' is experimenting with supranational forms of democracy at the 
level of the European Union.

The evolution of knowledge and culture may be linked to political insti­
tutions; the vigorous development of technologies suggests the parallel 
development of ideas concerning political innovations. Indeed, it is reason­
able to think that innovation should apply not only to technology but also 
to the political and social spheres (although, since social and political innov­
ations are much more costly to experiment with than are technological 
innovations, they may occur less frequently). Since knowledge and culture 
accumulate slowly, geographic areas with environmental conditions that 
promoted the interaction of diverse cultures, and hence, large stocks of 
accumulated knowledge, may have had greater potential for fast-moving 
institutional change. It may, therefore, be no coincidence that Europe, 
historically diverse and geographically favourable to interaction between 
cultures, was the location of most of the political innovations throughout 
history. How can we explain Western Europe's economic dominance over 
much of the rest of the world in the last several centuries? One hypothesis is 
that the initial conditions proposed by Diamond favoured a cross-cultural 
exchange of ideas, and that this exchange permitted an accumulation of 
knowledge that gave Europe an institutional 'head start'.6

4.3 Accumulated stocks of knowledge
Europe, of course, did not experience an uninterrupted accumulation of 
knowledge, a fact which suggests that countries with accumulated know­
ledge may witness historical setbacks for prolonged periods due to war or 
internal institutional failures. However, to the extent that stocks of know­
ledge and cultural capital remain preserved, these countries may be positioned 
for a more solid growth path once they are on a favourable track as far as their 
fast-moving institutions are concerned. Flanders, for example, experienced a 
cultural flowering during the Middle Ages and early Renaissance, when it was 
one of the richest areas in the world, and even recovered (albeit centuries 
later) from the massive losses inflicted by the Spanish Inquisition.

Consider also the case of China: the twentieth century was certainly one 
of the worst in all of Chinese history, but until the seventeenth or eighteenth 
century, China had the most advanced economy in the world. While 
Europe, despite its earlier superiority in terms of the development of know­
ledge, was mired for centuries in bloody wars, China developed its economy 
through centuries of relative peace and remarkable institutional stability 
equalled only by ancient Egypt. Since then, China has undergone more than 
two centuries of relative decline. However, considering the success of 
Chinese transition, with an average growth rate of over 8 per cent per year, 
it is difficult not to think that there is not some kind of ‘reversion to the 
mean' and that the accumulated knowledge and culture from the country's 
past have helped in this process. Sachs et al. (1994) present almost the



148 Institutional Change and Economic Behaviour

opposite perspective, attributing China's recent high growth rates to the 
country's 'backwardness' in the immediately preceding period. Seen in a 
long-run historical perspective, however, China has been anything but back­
ward. For example, Chinese agriculture, which was the initial engine of 
growth early in the transition, has always been among the most productive 
in the world. I therefore suggest that one of the clues to the success of 
China's transition is not its 'backwardness' at the onset of the transition but 
the inherited high level of knowledge and culture relative to its economic 
performance.

Based on its existing stock of cultural knowledge (which differs strongly 
from that in the West), China, like other Asian countries, has developed 
unique fast-moving institutions in achieving its recent growth trajectory. 
Thus, China is experimenting with its own institutions for the market 
economy instead of importing Western institutions. Whether Asian capitalist 
institutions are more efficient is not the right question to ask here. A more 
appropriate question relates to the one posed earlier about institutional 
transplantation: what would have happened if Western-style institutions had 
been directly imported into a cultural context that exhibits deep differences 
from those of the West?

4.4 Dictatorship and growth
Whereas we have seen above that the transplantation and development of 
fast-moving institutions are affected in important ways by slow-moving 
institutions, one-way causality is not necessarily implied. Fast-moving insti­
tutions may impede the development or deployment of stocks of knowledge. 
In the context of the modern 'knowledge economy', the most important 
impediment to growth for countries beyond a certain level of economic 
development may be repressed circulation of ideas. Countries governed by 
totalitarian dictatorships may fall behind in economic development.

This hypothesis is compatible with the finding of Przeworski et al. (2000) 
that dictatorship may be at odds with modern economic development. It 
may also help to explain the economic trajectory of the Soviet Union, in 
which, after several decades of successful industrialization under a repressive 
centralized regime, economic growth slowed significantly during the 1970s 
and 1980s; the new 'computer age' was incompatible with the Communist 
regime's attempts to control the use of typewriters, photocopiers, and other 
tools for widespread communication. Similarly, if the Chinese Communist 
regime continues to limit access to the Internet, this will undoubtedly have 
negative economic consequences. Of course, not all dictatorships repress the 
exchange of knowledge. For example, pro-business dictatorships do not gen­
erally attempt to exercise totalitarian control over the circulation of ideas. 
Nevertheless, it is still clear that dictators try to prevent the free circulation 
of any ideas that may hurt them politically. Since intellectual freedom is 
a precondition for innovation and technological and cultural creativity,
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institutions that encourage the circulation of ideas may be increasingly 
necessary for growth in a global, information-based economy.

4.5 Concentration of power affects institutional change
The form of fast-moving political institutions may greatly affect the manner 
in which institutional change occurs, with important consequences for 
economic development and growth. In particular, this subsection focuses on 
the implications of the relative (de)centralization of political power for the 
dynamics of institutional change.

Although much work remains to be done, recent research suggests that 
decentralization through federalist democracies encourages experimentation. 
American federalism is often considered a 'laboratory of the states', where 
some states initiate and experiment with innovative institutions. Other 
states may imitate the successful results (see the framework of Qian, Roland, 
and Xu, 2003 on flexibility and organizational forms). At the other extreme, 
as discussed above, totalitarian regimes are likely to prevent not only techno­
logical and cultural but also political innovations, resulting in pronounced 
institutional uniformity and rigidity. Even in centralized democratic states, 
such as France and Japan, major changes in government programmes, such 
as education and banking reforms, require initiation by the responsible 
ministries and coordination by the central government.

The degree of centralization and power concentration has important 
implications not only for institutional experimentation but also for the 
nature and speed of political change. Political institutions that concentrate 
power in the hands of a few tend toward patterns of infrequent and abrupt 
change because, relative to institutions in which power is more dispersed, 
institutions with concentrated power leave more room for discretionary 
behaviour and abuse of power by those holding office. As a corollary, the 
high economic stakes of political power in centralized regimes tend to trans­
late into a more pronounced temptation to resort to coercive methods to 
retain power.

Many historical examples illustrate this phenomenon. One is the well- 
known comparison between the evolution of the British Crown and that of 
absolute monarchy in France. The English monarchy was historically rela­
tively weak, and in consequence the king had to share powers with feudal 
lords. Frequent attempts to strengthen the power of the king were mostly 
defeated. Although the episode of the Glorious Revolution of 1688 and the 
subsequent separation of powers between the monarch and the House of 
Lords -  one of history's most important political innovations -  has been 
documented at length (e.g. North and Weingast, 1989), previous episodes, 
such as the drafting of the Magna Carta in 1215, reveal a constant check on 
the king by the feudal lords in medieval England. Importantly, the English 
political system is also probably the prime example of an evolutionary polit­
ical system that has adjusted in a flexible way throughout the last centuries.
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Consider, by contrast, the consequences of centralized power in France: 
ironically, the French king began much weaker relative to noble lords than 
the English monarch, and remained so for centuries. It was only much later, 
in a Europe divided by religious wars, that the power of the French monarchy 
began to strengthen, until it achieved its absolutist status under Louis XIV. It 
took the French Revolution, centuries later, to trigger abrupt political change. 
Unlike the flexible and evolutionary political system that arose due to the 
separation of powers in medieval England, then, the centralization of power 
in France under an absolutist monarch made political change particularly 
discontinuous.

Another example comes from the comparison of the Ottoman Empire and 
feudal Europe. Machiavelli noted in The Prince that it was much easier to con­
quer feudal France than the Ottoman Empire, but it was much more difficult 
to occupy the former than the latter. In France, prior to the concentration of 
power by an absolutist monarch, feudal lords were relatively independent 
and did not rely much on the king. Therefore, they were not very loyal to the 
latter and would change allegiance whenever it best suited their interests. 
They could therefore be easily bribed by a would-be conqueror into betray­
ing the French king. By the same token, however, feudal lords could also 
betray any occupying power. By contrast, the governors of the Ottoman 
Empire had no property of their own and depended for their resources on 
the emperor, who threatened to have them executed if they lost territory to 
an enemy. Therefore, they would fight to the death against any occupant. 
On the other hand, once successfully invaded, Ottoman territory was easily 
occupied because the Ottoman institutions collapsed like a house of cards. 
More centralization in the Ottoman Empire therefore meant that change 
through successful invasions was less frequent and more abrupt when it 
came, whereas greater dispersion of power in pre-absolutist France allowed 
for more frequent foreign influence and institutional change.

However, pre-existing institutional patterns (such as centralized systems of 
governance) do not automatically translate into preordained trajectories of 
institutional change. The comparison between the transitions in China and 
the Soviet Union is instructive in this regard. In the former, a commitment 
to safeguarding some of the crucial political and economic interests of 
potential losers, the Communist Party old guard, allowed reformers to main­
tain the support of conservatives and brought with it an incremental process 
of change. In the latter, by contrast, the lack of such a commitment provoked 
a backlash by potential losers and, with it, discontinuous change.

Let us consider this comparison between China and the Soviet Union in 
more detail. In principle, one would think that institutional change in the 
transition from socialism must proceed in one leap, because power was 
concentrated in the hands of a relatively small group, the nomenklatura. 
However, it is wrong to claim that the nomenklatura was consistently against 
transition to the market economy. Indeed, many members of the nomenklatura



Fast-Moving and Slow-Moving Institutions 151

were among the first to become successful entrepreneurs and directors of 
privatized enterprises. Socialist economies were distinct in the sense that 
few identifiable social groups could be directly labelled ex-post as 'losers' or 
'winners' from transition; instead, the constellation of winners and losers 
crossed all levels of society (Roland, 1989). Thus, even though power was con­
centrated in the hands of the nomenklatura, reform packages could potentially 
be designed that lowered the stakes and facilitated a more continuous kind of 
political change.

In China, although the old guard within the Communist Party had much 
to lose from institutional change, Deng Xiaoping, the father of Chinese 
economic reforms, proceeded in two ways.7 First, he launched a gradualist 
strategy, hoping that the first economic reforms would be successful. He thus 
started out with the reforms that would have the highest likelihood of being 
popular (see Roland, 2000 for analysis). In fact, decollectivization turned out 
to be a huge success, which strongly reinforced the position of Deng within 
the Communist Party. However, despite the success of the changes, the 
Party's old guard became increasingly nervous because they were afraid that 
this process of institutional change would eventually lead to their demise. 
Deng therefore constantly tried to show that he was committed to not 
excluding them from power. For example, at times of protest such as the 
Wall of Democracy in 1980 or the Tiananmen Square events, Deng never 
hesitated to purge reformist Party leaders who were in favour of greater 
dialogue with student protestors. In this way, he managed to show his 
commitment to not purging the old guard. Later on, this commitment was 
institutionalized by introducing an age limit for party cadres and introdu­
cing a favourable retirement package for the older conservative communist 
leaders, which now works to ensure a smooth rotation of the leadership and 
creates an element of stability.

It is interesting to contrast this pattern of reform with the experience of 
the Soviet Union. When Gorbachev came to power, the Central Committee of 
the Soviet Communist Party was entirely composed of Brezhnevites, partisans 
of stagnation (Brezhnev's period was called zastoinyi period or 'stagnation 
period'). Gorbachev nevertheless managed to manoeuvre very adeptly 
within the first two years he was in power to replace the Central Committee 
and introduce like-minded politicians who wanted change -  that is, those 
elements of the nomenklatura who were interested in reforms (see Roland, 
1991; Hough, 1988). His glasnosf and perestroika programmes were chal­
lenged not only by conservatives but also by Yeltsin, who favoured more 
radical reforms that were totally unacceptable to the conservative wing of 
the Communist Party. Unlike Deng in China, Gorbachev was not willing to 
repress radical reformers in order to show his commitment to the old guard. 
Furthermore, unlike Deng, Gorbachev had not been able to strengthen his 
position sufficiently with successful economic reforms, The most positive 
thing he did on the economic front was to introduce cooperatives, the early
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form of small private enterprise, but their effect was relatively meagre. On 
the negative side of the ledger, Gorbachev also made economic mistakes 
such as granting more autonomy to enterprises, which had an inflationary 
effect that, given the absence of free pricing, only led to increased shortages.

Thus, whereas Deng had been able to lower the stakes of holding on to 
power and commit not to purge hard-line elements, thereby pacifying 
elements of the old guard, Gorbachev soon turned conservative elements 
against him. His unwillingness to repress reformers was felt quickly in the 
satellite states, which seized the opportunity to overthrow their own 
Communist regimes in 1989. For example, Gorbachev intervened personally 
during the East German events to prevent Honecker and the hard-line com­
munists from firing on demonstrators in Leipzig. When the Soviet republics 
began preparing to break away, and especially when East Germany joined 
Germany and NATO, conservatives saw events getting out of control. They 
thus staged the coup that ousted Gorbachev, led to a complete implosion of 
the communist regime, and ultimately propelled Yeltsin to power. Thus, in 
neither the Chinese nor the Soviet cases did the pre-transition concentration 
of power in the hands of the nomenklatura inevitably lead to abrupt, discon­
tinuous institutional change. Instead, the particular strategies chosen by 
reformist leaders such as Deng and Gorbachev influenced the extent to 
which power seemed 'indivisible' to hard-line elements. Further research 
should trace the conditions under which the implications of concentrated 
power for the discontinuity of change may be mitigated, as in the Chinese 
case, and thus lead to gradualist trajectories of reform.

5 Some policy implications

The interaction between slow-moving and fast-moving institutions implies 
that different cultural paths (slow-moving institutions) may affect the 
appropriate choices of fast-moving institutions. Given our limited know­
ledge of these interactions, caution is required. Yesterday's conventional 
wisdom has often been overturned. Sixty years ago, most intellectuals were 
convinced that central planning was more efficient than markets. Hardly 
anybody believes that today. Similarly, only ten years ago, Asian economies 
were praised for the marvellous effect of Confucian values (family, hard 
work, and savings). Yet, when the Asian economies were hit by the 1997 crisis, 
'crony capitalism' became the only term used to name those economies. This 
discussion carries a number of possible policy implications.

5.1 The dangers of transplanting 'best-practice' institutions
First, one should take a sceptical attitude towards transplantation of insti­
tutions, because the different dynamics of slow-moving institutions may 
make some fast-moving institutions inadequate in some countries. The above 
framework provides a rationale for such scepticism. The appropriate question
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for analysts of development may not be what constitutes a globally optimal 
set of institutions, but rather whether fast-moving institutions are appropriate 
to the slow-moving institutions with which they interact. Thus reforms of 
fast-moving institutions in a given country must in part build on existing 
slow-m oving institutions that have arisen in countries w ith different cultural 
and historical pasts. Ignoring these pasts in designing institutional reforms is 
likely to be a recipe for failure. The interaction of slow- and fast-m oving  
institutions therefore provides an im portant caution to  any developm ent 
specialist seeking to export 'best-practice' institutions.

5.2 The importance of gradualism and experimentation
Secondly, our current relative ignorance about the interaction between fast- 
moving institutions and the slow-moving institutions of different countries 
provides a strong rationale for certain kinds of experimentation and grad­
ualism and, conversely, a strong reason for opposing the imposition of 
irreversible institutional change in a given country. Dewatripont and Roland 
(1995) and Roland (2000) have shown that in the presence of aggregate 
uncertainty about large-scale institutional change, as well as high costs 
of institutional reversal, the optimal approach to institutional reform is 
gradualism. Indeed, gradualism provides an option of early reversal if the 
prospects look bad after the introduction of the first reforms, an option that 
actually makes it easier to gain political support and build constituencies for 
institutional change.

As I stress above, this gradualist approach has been followed in the 
Chinese success story of transition from socialism to capitalism. The transi­
tion process started with decollectivization in agriculture, which itself was 
preceded by experiments of decollectivization in different provinces. The 
experimental approach was later used again and again, whether with the 
special economic zones or with privatization (see Naughton, 1995; Qian, 
2002). The territorial organization of the Chinese government, following the 
pattern of the M-form organization (Chandler, 1962; Williamson, 1975), in 
contrast to the functional organization of the Soviet government, following 
more the U-form organization, has provided a more flexible framework for 
setting up reform experiments (see Qian and Xu, 1993; Qian, Roland, and 
Xu, 2003). The dual-track approach to reform has also provided a smart way 
to reform gradually while respecting the complementarity of reforms. Thus 
with dual-track price liberalization, the planned production obligations and 
planned delivery rights of enterprises under the plan were frozen at a pre­
existing level, and enterprises had continuing obligations and rights under 
the plan track. On the other hand, enterprises were given freedom to set prices, 
contract, and retain profits from transactions on the new market track. The 
dual-track system therefore allowed for the introduction of liberalization 
across all markets -  which avoids the distortions that arise from liberalization 
only in some markets -  while avoiding the disruption of output collapse by
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maintaining a frozen plan track (Roland and Verdier, 2003). Moreover, price 
liberalization at the margin has the same efficiency properties as full liberal­
ization (Lau et ab, 1997) and the dual track has the attractive property of 
being Pareto-improving -  that is, hurting no one while improving the welfare 
of others (Lau et al., 2000). Notice also that the dual track approach reduces 
reversal costs, which makes adopting it even more attractive.

Rodrik (2000) documents the positive experience of reform in Mauritius in 
the light of a dual-track strategy. Mauritius established an export processing 
zone operating under complete free-trade and free-market principles in 1970, 
while keeping the domestic sector highly protected until the 1980s. Moreover, 
the country kept the two sectors as segmented as possible to prevent negative 
spillovers (of wages, in particular) from the export processing zone to the 
domestic sector. The development of the former had a positive impact 
on the domestic economy that could pave the way for later liberalization. 
Interestingly, this was done in a very participatory political context where 
most interests of the population had to be involved in the decision-making 
process in a way similar to those mentioned by Evans (2003) when discussing 
the effect of participatory institutions.8

5.3 The importance of policy dialogue
A third implication of this discussion is, therefore, that policy dialogue may 
be needed more than trying to impose 'one-size-fits-alT solutions for different 
countries. Policy dialogue has been viewed with suspicion in the past, on the 
grounds that a doctor does not dialogue with his patient about making a 
health diagnosis. This suspicion was based on the doubly erroneous view 
that technocrats in international financial institutions possess superior 
knowledge about economic development and that local elites either have 
mostly 'wrong' views about solutions for their countries or lack the incen­
tives to do something about it. As the preceding discussion has suggested, 
however, while slow-moving institutions may hamper the proper function­
ing of implanted fast-moving institutions, local knowledge about a country's 
slow-moving institutions is not part of the problem but part of the solution. 
Therefore, only dialogue can help formulate adequate development policies. 
This does not mean that there are no local elites with vested interests in 
maintaining inefficient institutions. Yet those are not the local elites with 
whom a fruitful dialogue can be established; rather, one should enter into a 
dialogue with elites who have an interest in development. Such elites are not 
necessarily represented in governments but are very active in civil society. 
Policy dialogue therefore entails not just a dialogue with governments but 
also with different components of civil society at large.

A few further comments are in order before closing. First, one hypothesis 
outlined above concerned the importance of the separation of powers in 
promoting experimentation (federalism) as well as in engendering continu­
ous, flexible institutional evolution. A caveat is important here: although
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different forms of separation of powers diffuse the powers of government, 
there is a danger that this may go too far. Involvement of many different 
groups in decision-making may lead to an excess number of veto players, 
which maybe stifling and prevent institutional innovation (Olson, 1982). In 
such cases, the danger of anarchy looms. Government resources can come to 
be treated as a common pool into which different groups can dip their 
hands. The common-pool problem is a feature of many modern democracies 
and tends to lead to budgetary disasters, Argentina being a particularly 
salient example. There is thus a fine line between healthy separation of 
powers within governments and forms of anarchy within governments (see 
Persson, Roland and Tabellini, 1997, on the difference between separation 
of powers and the common pool problem). This shows the necessity of 
comparative political analysis to achieve a better understanding of how the 
different democratic systems function.

Second, anarchy is the big challenge at a global level today. Globalization 
of markets has created the need for provision of international public goods 
(e.g. environmental preservation, peace, disease prevention, free movement 
of goods and services, global financial stability). However, we lack adequate 
institutions at the world level to tackle these problems. Here, we are still closer 
to anarchy and generalized free-riding than to a democratic international 
order. These issues have become increasingly acute in the last few years. 
Nonetheless, constituencies may be forming to demand such an institu­
tional change, as globalization of the economy, of science and knowledge, 
and of cultural interactions leads to increased demands for such changes.

6 Conclusion

Let us return to the bigger questions, and in particular to the Adam Smith 
question. Why did England industrialize more quickly than continental 
Europe? Why has development failure in the last few decades been so 
massive in so many areas of the world, with the exception of Asia? Why is 
China so successful in its transition? Explaining these phenomena via differ­
ences in institutions across countries begs the question of how the different 
institutions have evolved in different countries, which depends to a certain 
extent on how pre-existing institutions have empowered different groups in 
society so that they could solve their collective action problem. This in turn 
begs the question of how these pre-existing institutions came about. It seems 
that the reasoning must stop either at specific exogenous events at some 
points in history or that we must go down the entire path of human history. 
This is not quite infinite regression, but in history, one cannot go further 
than that.

But even if we look to history to explain institutions, how can we be 
sure that the subsequent chain of events obeys a predictable pattern? Are 
some institutional changes or their absence necessarily the consequence of
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pre-existing institutions, or is there an infinity of possibilities, in which case 
it would be futile to try to establish strong causal links? How can one dis­
tinguish between predictable patterns of institutional change and purely 
random historical events?

These are obviously hard questions. Above, I have proposed a framework 
for thinking about institutional change. In order to have a meaningful 
understanding of institutions as systems, we need to understand interactions 
between different institutions. The proposed classification of institutions is 
intended as a step in understanding institutional change. These suggestions 
are still very tentative. Much empirical work is needed to better understand 
the interactions between different institutions. We also need better to 
ground empirically our knowledge of the determinants of institutional 
change. This will require a major effort not only for those who study devel­
opment and transition but perhaps most of all for economic historians, 
because history provides a very rich ground for studying institutional 
change.

Nonetheless, the framework I have outlined above may be one helpful way 
to start thinking about institutional change. Economists have been reluctant 
to discuss the relationship of social norms and cultural values to economic 
growth. Instead, recent cutting-edge work in economics has proposed eco­
nomic growth as a product of the combination of ideas and institutions. Yet 
ideas are closely related to culture, understood both as values (world-view) and 
as social norms. And as I have suggested in this chapter, institutions may 
themselves be viewed as the interaction of fast-moving (political) and slow- 
moving (cultural) institutions. In order better to understand the determinants 
of economic growth, then, economists should seek a better understanding of 
the role of values and norms in shaping both ideas and institutions.

Notes
1. Of course, this is an empirical question as well, given that no formal model can 

capture all the potentially relevant factors.
2. This has led some, such as Jeffrey Sachs and others (1994), to argue that the 'big 

bang' approach to transition, whereby all institutions are changed simultaneously 
and as fast as possible, is the only one possible. The existence of complementarities, 
however, does not mle out certain forms of gradualism. Indeed, as I have empha­
sized in my work on transition (see e.g. Roland, 2000), a gradualist strategy may 
even be superior, as the Chinese experience has demonstrated. Institutional com­
plementarities point to the art of reform sequencing as one of the most difficult in 
the transition process. Transition is akin to changing the engines of a plane while 
the plane is still flying.

3. This does not mean that the speed of change of slow-moving institutions is 
constant over time. There can be periods of relatively faster change. For example, 
after Christianity became the official religion of the Roman Empire and after the 
establishment of the caliphate following the death of Mohammed, one can imagine 
that the spread of Catholicism and Islam was faster. It would, however, be wrong to 
think that millions of people thereafter drastically changed their world view and
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values as a result of forms of forced conversion. This would be a severe overestim­
ation of state capacity in those days. It is only in the twentieth century (and maybe 
in the late nineteenth century) that governments have acquired the capacity of 
totalitarianism.

4. A major exception is Weitzman and Xu (1993), who argue that the very strong 
development of township and village enterprises in China, despite the absence of 
well-defined property rights, can be traced back to cultural differences between 
Western and Chinese values.

5. See Peter Evans (2003).
6. This should not, however, lead us to conclude that there is necessarily a determin­

istic relationship between initial material conditions and future economic devel­
opment; many other factors play a key role.

7. What follows is very schematic. Reality was more complex, but I want to get to the 
gist of the story.

8. The relevance of the Chinese experience is often dismissed because of the dictatorial 
character of its regime. However, it is interesting to note that, despite the political 
regime, it is not the case that painful reforms have been brutally imposed on the 
population. On the contrary, both the sequencing and the design of reforms 
have been tailored so as to benefit a majority without hurting a minority. The 
choice of dual-track price liberalization was therefore precisely designed to be 
Pareto-improving. It is not clear that the Chinese reform process would have been 
politically infeasible if China had not been a democracy or whether no democratic 
system could have sustained such a process. If anything, the absence of democracy 
has made it more difficult to enforce private property rights and the rule of law and 
to encourage the development of a sui generis private sector. Recent research (Che 
and Qian, 1998) suggests that the development of township and village enterprises 
was a spontaneous response to the specific Chinese institutional situation with 
absence of the rule of law and the absence of sufficient safeguards against predatory 
government behaviour.
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1 Introduction

Experimental studies have shown that subjects exhibit a systematic endowment 
effect. Since there is no plausible cultural norm fostering the endowment 
effect, the behaviour likely involves a genetic predisposition, and hence may 
well be the product of some evolutionary adaptation. If this is correct, the 
bulk of human evolution occurred before the appearance of institutions pro­
tecting property rights, so bargaining over the exchange of property rights 
cannot explain the endowment effect. This chapter shows that the endow­
ment effect can be modelled as respect for private property without legal 
institutions ensuring third-party contract enforcement. In this sense, pre- 
institutional 'natural' private property has been observed in many species, in 
the form of the recognition of territorial possession. We develop a model 
loosely based on the Hawk, Dove, Bourgeois game and the War of Attrition 
to explain the natural evolution of private property.

We show that if agents in a group exhibit the endowment effect for an 
indivisible resource, then property rights in that resource can be established 
on the basis of incumbency, assuming incumbents and those who contest 
for incumbency are of equal perceived fighting ability.1 The enforcement 
of these rights will then be carried out by the agents themselves, so no third- 
party enforcement is needed. This is because the endowment effect leads 
the incumbent to be willing to expend more resources to protect his
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Bowles, Peter Hammerstein, Marc Hauser, Mike Mesterton-Gibbons and John 
Maynard Smith for helpful comments, and the John D. and Catherine T. MacArthur 
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incumbency than an intruder will be willing to expend to expropriate the 
incumbent. For simplicity, we consider only the case where the marginal 
benefit of more than one unit of the resource is zero (e.g. a homestead, a 
spider's web, or a bird's nest).

The model assumes the agents know the present value rrg of incumbency, 
as well as the present value rrb of non-incumbency, measured in units of 
biological fitness. We assume utility and fitness coincide, except for one 
situation, described below -  this situation explicitly involves loss aversion, 
where the disutility of loss exceeds the fitness cost of loss. When an incum­
bent faces an intruder, the intruder determines the expected value of 
attempting to seize the resource, and the incumbent determines the 
expected value of contesting versus ceding incumbency when challenged. 
These conditions will not be the same, and in plausible cases there is a range 
of values of n.Jπ,, for which the intruder decides not to fight, and the incum­
bent decides to fight if challenged. We call this a (natural) private property 
equilibrium. In a private property equilibrium, since the potential contestants 
are of equal power, it must be the case that individuals are loss averse, the 
incumbent being willing to expend more resources to hold the resource than 
the intruder is to seize it.

Of course, rrg and rrb will generally be endogenous in a fully specified 
model. Their values will depend on the supply of the resource relative to the 
number of agents, the intrinsic value of the resource, the ease in finding an 
unowned unit of the resource, and the like.

Our model of decentralized private property is like the 'Bourgeois' equilib­
rium in the Hawk, Dove, Bourgeois game, in that agents contest for a unit of 
an indivisible resource, contests may be very costly, and in equilibrium, 
incumbency determines who holds the resource without costly contests. Our 
model, however, fills in critical gaps in the Hawk, Dove, Bourgeois game. The 
central ambiguity of the Hawk, Dove, Bourgeois game is that it treats the cost 
of contesting as exogenously given, and taking on exactly two values, high 
for Hawk and low for Dove. Clearly, however, these costs are in large part 
under the control of the agents themselves, and should not be considered 
exogenous. In our model, the level of resources devoted to a contest is 
endogenously determined, and the contest itself is modelled explicitly as a 
modified War of Attrition, the probability of winning being a function of the 
level of resources committed to combat. One critical feature of the War of 
Attrition is that the initial commitment of a level of resources to a contest 
must be behaviourally ensured by the agent, so that the agent will continue to 
contest even when the costs of doing so exceed the fitness benefits. Without 
this pre-commitment, the incumbent's threat of 'fighting to the death' 
would not be credible (i.e. the chosen best response of the agent would not 
be subgame perfect). From a behavioural point of view, this pre-commitment 
can be summarized as the incumbent have a degree of loss aversion leading 
his utility to differ from his fitness.
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Our fuller specification of the behavioural underpinnings of the Hawk, 
Dove, Bourgeois game allows us to determine the conditions under which a 
property equilibrium will exist while its corresponding anti-property 
equilibrium (in which a new arrival rather than the first entrant always 
assumes incumbency) does not exist. This aspect of our model is of some 
importance, because the inability of the Hawk, Dove, Bourgeois game to 
favour private property over anti-private property is a serious and rarely 
addressed weakness of the model.

2 The endowment effect and territoriality
The endowment effect, according to which a good is more highly prized by 
an agent who is in possession of the good than one who is not, was first 
documented by the psychologist Daniel Kahneman and his co-workers 
(Tversky and Kahneman, 1981). Richard Thaler (1992) describes a typical 
experimental verification of the phenomenon as follows. Seventy-seven 
students at Simon Fraser University were randomly assigned to one of three 
conditions, Seller, Buyer, or Chooser. Sellers were given a mug with the 
University logo (selling for $6.00 at local stores) and asked whether they 
would be willing to sell at a series of prices ranging from $0.25 to $9.25. 
Buyers were asked whether they would be willing to purchase a mug at the 
same series of prices. Choosers were asked to choose for each price between 
receiving a mug or that amount of money. The students were informed that 
a fraction of their choices, randomly chosen by the experimenter, would 
be carried out, thus giving the students a material incentive to reveal their 
true preferences. The average Buyer price was $2.87, while the average Seller 
price was $7.12. Choosers behaved like Buyers, being on average indifferent 
between the mug and $3.12. The conclusion is that owners of the mug 
valued the object more than twice as highly as non-owners.

The aspect of the endowment effect that promotes natural private 
property is known as loss aversion: the disutility of giving up something one 
owns is greater than the utility associated with acquiring it. Indeed, losses 
are commonly valued at about twice that of gains, so that to induce an 
individual to accept a lottery that costs $10 when one loses, it must offer a 
$20 pay-off when one wins. Assuming that an agent's willingness to combat 
over possession of an object is increasing in the subjective value of the 
object, owners will be prepared to fight harder to retain possession than non- 
owners are to gain possession. Hence there will be a bias in favour of recog­
nizing private property by virtue of incumbency, even where third-party 
enforcement institutions are absent.

We say an agent owns (is incumbent of) something if the agent has exclusive 
access to it and the benefits that flow from this privileged access. We say 
ownership (incumbency) is respected if it is rarely contested and, when 
contested, generally results in ownership remaining with the incumbent.
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The dominant view in Western thought, from Hobbes, Locke, Rousseau and 
Marx to the present, is that private property is a human social construction 
that emerged with the rise of modern civilization. However, evidence from 
studies of animal behaviour, gathered mostly in the past quarter-century, has 
shown this view to be incorrect. Various territorial claims are recognized 
in non-human species, including butterflies (Davies, Wood Butterfly, 1978), 
spiders (Riechert, 1978), wild horses (Stevens, 1988), finches (Senar, 
Camerino and Metcalfe, 1989), wasps (Eason, Cobbs and Trinca, 1999), non­
human primates (Ellis, 1985) and many others.

In non-human species, that an animal owns a territory is generally 
established by the fact that the animal has marked the territory (e.g. by 
constructing a nest, burrow, hive, dam, or web, or by marking its limits with 
urine or faeces). In humans there are other criteria of ownership, but physi­
cal possession and first to occupy remain of great importance. According to 
John Locke, for example,

... every man has a property in his own person ... The labour of his 
body, and the work of his hands, we may say, are properly his. 
Whatsoever then he removes out of the state that nature hath provided, 
and left it in, he hath mixed his labour with, and joined to it something 
that is his own, and thereby makes it his property.

Second Treatise on Government, §27 (1690)

Since private property in human society is generally protected by law and 
enforced by complex institutions (judiciary and police), it is natural to view 
private property in animals as a categorically distinct phenomenon. In fact, 
however, decentralized, self-enforcing types of private property, based on 
behavioural propensities akin to those found in non-human species (e.g. the 
endowment effect), are important for humans, and arguably lay the basis for 
more institutional forms of property rights. For instance, many develop­
mental studies Indicate that toddlers and small children use behavioural 
rules similar to those of animals in recognizing and defending property 
rights (Furby, 1980).

How respect for ownership has evolved and how it is maintained in an 
evolutionary context is a challenging puzzle. Why do loss aversion and the 
endowment effect exist? Why do humans fail to conform to the smoothly 
differentiable utility function assumed in most versions of the rational actor 
model? The question is equally challenging for non-humans, although we 
are so used to the phenomenon that we rarely give it a second thought.

Consider, for instance, the sparrows that built a nest in a vine in my 
garden. The location is choice, and the couple spent days preparing the 
structure. The nest is quite as valuable to another sparrow couple. Why does 
another couple not try to evict the first? If they are equally strong, and both 
value the territory equally, each has a 50 per cent chance of winning the
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territorial battle. Why bother investing if one can simply steal? Of course, if 
stealing were profitable, then there would be no nest building, and hence no 
sparrows. But that heightens rather than resolves the puzzle.

One common argument, borrowed from Trivers (1971), is that the original 
couple has more to lose, since it has put a good deal of effort already in the 
improvement of the property. This, however, is a logical error that has come 
to be known as the Concorde or the sunk cost fallacy: to maximize future 
returns, an agent ought consider only the future pay-offs of an entity, not 
how much the agent has expended on the entity in the past.

The Hawk, Dove, Bourgeois game was offered by Maynard Smith and 
Parker (1976) as a logically sound alternative to the sunk cost argument. In 
this game Hawks and Doves are phenotypically indistinguishable members of 
the same species, but they act differently in contesting over ownership rights 
to a territory. When two Doves contest, they posture for a bit, and then each 
assumes the territory with equal probability. When a Dove and a Hawk con­
test, however, the Hawk takes the whole territory. Finally, when two Hawks 
contest, a terrible battle ensues, and the value of the territory is less than the 
cost of fighting for the contestants. Maynard Smith showed that, assuming 
that there is an unambiguous way to determine who first found the territory, 
there is an evolutionarily stable strategy in which all agents behave like 
Hawks when they are first to find the territory, and like Doves otherwise.

The Hawk, Dove, Bourgeois game is an elegant contribution to explaining 
the endowment effect, but the cost of contesting for Hawks and the cost of 
display for Doves cannot plausibly be taken as fixed and exogenously deter­
mined. Indeed, it is clear that Doves contest in the same manner as Hawks, 
except that they devote fewer resources to combat. Similarly, the value of the 
ownership is taken as exogenous, when in fact it depends on the frequency 
with which ownership is contested, as well as other factors. Clearly, the costs 
and benefits of possession depend on the state of the population, the density 
of high-quality territories, the cost of search, and other variables that might 
well depend on the distribution of strategies in the population.

First, however, it is instructive to consider the evidence for a close associa­
tion, as Locke suggested in his theory of property rights, between ownership 
and incumbency (physical contiguity and control) in children and non-human 
animals.

3 Property rights in young children

Long before they become acquainted with money, markets, bargaining and 
trade, children exhibit possessive behaviour and recognize the property 
rights of others on the basis of incumbency. In one study (Bakeman and 
Brownlee, 1982) participant observers studied a group of 11 toddlers (12 to 
24 months old) and a group of 13 preschoolers (40 to 48 months old) at a 
day care centre. The observers found that each group was organized into a



The Endowment Effect and the Origin of Private Property 165

fairly consistent linear dominance hierarchy. They then catalogued possession 
episodes, defined as a situation in which a holder touched or held an object 
and a taker touched the object and attempted to remove it from the holder's 
possession. Possession episodes averaged 11.7 per hour in the toddler group, 
and 5.4 per hour in the preschool group.

For each possession episode, the observers noted (a) whether the taker had 
been playing with the object within the previous sixty seconds (prior pos­
session), (b) whether the holder resisted the take attempt (resistance), and (c) 
whether the take was successful (success). They found that success was 
strongly and about equally associated with both dominance and prior 
possession. They also found that resistance was associated mainly with dom­
inance in the toddlers, and with prior possession in the preschoolers. They 
suggest that toddlers recognize possession as a basis for asserting control 
rights, but do not respect the same rights in others. The preschoolers, more 
than twice the age of the toddlers, use physical proximity both to justify 
their own claims and to respect the claims of others.

4 Respect for possession in non-human animals

In their famous paper, cited above, Maynard-Smith and Parker asserted 'If 
two animals are competing for some resource (e.g. a territory), and if there is 
some discernible asymmetry (e.g. between an "owner" and a later animal), 
then it is evolutionarily stable for the asymmetry to settle the contest con­
ventionally, without fighting.' Among the many animal behaviourists who 
put this theory to the test, perhaps none is more elegant and unambiguous 
than Davies (1978), who studied the speckled wood (Pararge aegeria), a but­
terfly found in the Wytham Woods, near Oxford, England. Territories for 
this butterfly are shafts of sunlight breaking through the tree canopy. Males 
occupying these spots enjoyed heightened mating success, and on average 
only 60 per cent of males occupied the sunlit spots at any one time. A vacant 
spot was generally occupied within seconds, but an intruder on an already 
occupied spot was invariably driven away, even if the incumbent had occu­
pied the spot only for a few seconds. When Davies 'tricked' two butterflies 
into thinking each had occupied the sunny patch first, the contest between 
the two lasted, on average, ten times as long as the brief flurry that occurs 
when an incumbent chases off an intruder.

Stevens (1988) found a similar pattern of behaviour for the feral horses 
occupying the sandy islands of the Rachel Carson Estuarine Sanctuary near 
Beaufort, North Carolina. In this case, it is fresh water that is scarce. After 
heavy rains, fresh water accumulates in many small pools in low-lying 
wooded areas, and bands of horses frequently stop to drink. Stevens found 
that there were frequent encounters between bands of horses competing for 
water at these temporary pools. If a band approached a water hole occupied 
by another band, a conflict ensued. During 76 hours of observation, Stevens
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observed 233 contests, of which the resident band won 178 (80 per cent). In 
nearly all cases of usurpation, the intruding band was larger than the resident 
band. These examples, and many others like them, support the presence of an 
endowment effect and suggest that incumbents are willing to fight harder to 
maintain their position than intruders are to usurp the owner.

Examples from non-human primates exhibit behavioural patterns in the 
respect for property rights much closer to that of humans. In general, the 
taking of an object held by another individual is a rare event in primate 
societies. A reasonable test of the respect for property in primates with a 
strong dominance hierarchy is the likelihood of a dominant individual 
refraining from taking an attractive object from a lower-ranking individual. 
In a study of hamadryas baboons (Papio Hamadryas), for instance, Sigg and 
Falett (1985) have a subordinate allowed to manipulate a food-can and eat 
from it for five minutes before a dominant individual who had been watch­
ing from an adjacent cage was allowed to enter the subordinate's cage. A 
'takeover' was defined as the rival taking possession of the can before thirty 
minutes had elapsed. They found that (a) males never took the food-can 
from other males; (b) dominant males took the can from subordinate 
females 2/3 of the time; and (c) dominant females took the can from subor­
dinate females 1/2 of the time. With females, closer inspection showed that 
when the difference in rank was one or two, females showed respect for the 
property of other females, but when the rank difference was three or greater, 
takeovers tended to occur.

Hans Kummer and Marina Cords (1991) studied the role of proximity in 
respect for property in long-tailed macaques (Macaca fascicularis). As in the 
Sigg and Falett study, they assigned ownership to a subordinate and recorded 
the behaviour of a dominant individual. The valuable object in all cases was 
a plastic tube stuffed with raisins. In one experiment, the tube was fixed to 
an object in half the trials, and completely mobile in the other half. They 
found that with the fixed object, the dominant rival took possession in all 
cases and very quickly (median one minute), whereas in the mobile condi­
tion, the dominant took possession in only 10 per cent of cases, and then 
only after a median delay of 18 minutes. The experiment took place in an 
enclosed area, so the relative success of the incumbent was not likely due to 
the ability to flee or hide. In a second experiment, the object was either 
mobile, or attached to a fixed object by a stout two metre or four metre rope. 
The results were similar. A third case, in which the non-mobile object was 
attached to a long dragline that permitted free movement by the owner, pro­
duced the following results. Pairs of subjects were studied under two condi­
tions, one where the rope attached to the dragline was 2 metres in length, 
and a second where the rope was 4 meters in length. In 23 of 40 trials, the 
subordinate maintained ownership with both rope lengths, and in 6 trials 
the dominant rival took possession with both rope lengths. In the remaining
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11 trials, the rival respected the subordinate's property in the short rope case, 
but took possession in the long rope case. The experimenters observed that 
when a dominant attempts to usurp a subordinate when other group mem­
bers are around, the subordinate will scream, drawing the attention of third 
parties, who frequently force the dominant individual to desist.

No primate experiment, to my knowledge, has attempted to determine the 
probability that an incumbent will be contested for ownership by a rival 
who is, or could easily become, closely proximate to the desired object. This 
probability is probably very low in most natural settings, so the contests 
described in the papers cited in this section are probably rather rare in prac­
tice. At any rate, in the model of respect for property developed in the next 
section, we make informational assumptions that render the probability of 
contestation equal to zero in equilibrium.

5 Conditions for private property equilibrium

Suppose that two agents, prior to fighting over possession, simultaneously 
precommit to expending a certain level of resources to the contest. As in the 
War of Attrition, a higher level of resource commitment entails a higher fit­
ness cost, but increases the probability of winning the contest. We assume 
throughout this chapter that the two contestants, an incumbent and an 
intruder, are ex ante equally capable contestants in that the costs and bene­
fits of battle are symmetric in the resource commitments s0 and s„ of the 
incumbent and intruder, respectively and s0, s„ E [0, 1]. To satisfy this 
requirement, we let pu = s" / (s" + s") be the probability that the intruder 
wins, where n>  1. Note that larger n implies that resource commitments are 
more decisive in determining victory. We assume that combat leads to injury 
ß e  (0, 1] to the losing party with probability pd = (s0 + su)/2, so s = ßpd is 
the expected cost of combat for both parties.

This chapter uses a territorial analogy throughout, some agents being 
incumbents and others being migrants in search of either empty territories 
or occupied territories that they may be able to occupy by displacing its cur­
rent incumbent. Let trg be the present value of being a currently uncontested 
incumbent, and let trh be the present value of being a migrant searching for 
a territory. We assume throughout that trg > nb > 0. Suppose a migrant 
comes upon an occupied territory. Should the migrant contest, the condi­
tion under which it pays an incumbent to fight back is then given by

ΤΤ€= pd{\ pu) 77V + pdpu{ 1 — ß)(l d)l7j,

+ (1 -  pd){ 1 -  Pu)Trg + (1 -  pd)puTTb( 1 -  c) >  ττβΐ -  c).

The first term in trc is the product of the probabilities that the intruder 
loses (1 -  pu) and sustains an injury (pd), times the value of incumbency,
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which the incumbent then retains. The second term is the product of 
the probabilities that the incumbent loses (pu), sustains an injury (pd), 
survives the injury (1 — ß), and survives the passage to migrant status 
(1  — c ) ,  times the present value 7 7 , of being a migrant. The third and fourth 
terms are the parallel calculations when no injury is sustained. This inequality 
simplifies to

π.
TTb{l -  c) 1 > s. ( 1 )

The condition for a migrant refusing to contest for the territory, assuming 
the incumbent will contest if the migrant does, is

-  P e tty ü k  +  (1  -  Pu)( 1 -  0 ) ( 1  -  Φ Tb)

+  (1  -  Pd)(puTTg +  ( 1  -  pu) n (  1 ~  Φ <  -  c).

This inequality reduces to

—  S >  -----------------2------------

s nu 77,(1 -  C)
-  1.

(2)

(3)

(4)

A private property equilibrium occurs when both inequalities obtain:

— s > -----------------2------------

Snu 77,(1 -  C) (5)

An incumbent who is challenged will choose S0 to maximize ttc, and then 
contest if and only if the resulting ir;> 77,(1 -  c), since the latter is the 
value of simply leaving the territory. It is easy to check that drrc/ds0 has the 
same sign as

77„
77,(1 -  C)

Spß
2h(1 -  pu)

+ 1 -  s

The derivative of this expression with respect to s0 has the same sign as 
(n — l)jÖ77,/(l — pu), which is positive. Moreover, when ,s„ = 0, dnc/ds0 has the 
same sign as

77,(1 -  C)
1 + Sul3(1 -  C)

2
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which is positive. Therefore, dirc/ds0 is always strictly positive, so s0 = 1 
maximizes irc.

In deciding whether or not to contest, the migrant chooses s„ to maximize 
7tw and then contests if this expression exceeds rrb(l — c). But dnc/dsa has the 
same sign as

---^___ ( s -! + h S . )
M l  -  <■) V 21,(1, /'

which is increasing in su and is positive when su = 0, so the optimal su = 1. 
The condition for not contesting the incumbent is then

M l  -  c) 1 < β ·
(6)

In this case, the condition (4) for the incumbent contesting is the same as (6) 
with the inequality sign reversed.

By an anti-private property equilibrium we mean a situation where intruders 
always contest, and incumbents always relinquish their possessions without 
a fight. We have

Theorem 1. If vg > (1 + ß jrrb(i -  c) there is a unique equilibrium in which a 
migrant always fights for possession and an incumbent always contests. When 
the reverse inequality holds, there exist both a private property equilibrium and 
an anti-private property equilibrium.

Theorem 1 implies that private property is more likely to exist when 
combatants are capable of inflicting great harm on one another, so ß is close 
to its maximum of unity, or when migration costs are very high, so c is close 
to unity.

Theorem 1 may apply to a classic problem in the study of hunter-gatherer 
societies, which are important not only in their own right, but because our 
ancestors lived uniquely in such societies until about 10,000 years ago, and 
hence their social practices have doubtless been a major environmental con­
dition to which the human genome has adapted. One strong uniformity 
across current-day hunter-gatherer societies is that low-value foodstuffs (e.g. 
fruits and small game) are consumed by the families that produced them, 
but high-value foodstuffs (e.g. large game and honey) are meticulously 
shared among all group members. The standard argument is that high-value 
foodstuffs exhibit a high variance, and sharing is a means of reducing indi­
vidual variance. But an alternative with much empirical support is the
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tolerated theft theory that holds that high-value foodstuffs are worth fighting 
for (i.e. the inequality in Theorem 1 is satisfied), and the sharing rule is a 
means of reducing the mayhem that would inevitably result from the 
absence of secure property rights in high-value foodstuffs.2

The only part of Theorem 1 that remains to be proved is the existence of 
an anti-private property equilibrium. To see this, note that such an equilib­
rium exists when trc < nh(l — c) and τru > nb(l -  c), which, by the same 
reasoning as above, occurs when

μ a
sn0 TTh(l -  c) 1 >fnS- (7)

It is easy to show that if the incumbent contests, then both parties will set 
su = s0 = 1, in which case the condition for the incumbent to do better by 
not contesting is exactly as in the private property equilibrium.

The result that there exists an anti-private property equilibrium exactly 
when there is a private property equilibrium is quite unrealistic, since few, if 
any, anti-private property equilibria have been observed. Our model of 
course shares this anomaly with the Hawk, Dove, Bourgeois model, for 
which this weakness has never been analytically resolved. In our case, how­
ever, when we expand our model to determine tts and ττχ, the anti-private 
property equilibrium will generally disappear. The problem with the above 
argument is that we cannot expect ng and rrh to have the same values in a 
private and an anti-private property equilibrium.

6 Property and anti-property equilibria

To determine π, and nbl we must flesh out the above model of incumbents 
and migrants. Consider a field with many patches, each of which is indivis­
ible, and hence can have only one owner. In each time period, a fertile 
patch yields a benefit b > 0 to the owner, and dies with probability p > 0, 
forcing its owner (should it have one) to migrate elsewhere in search of a 
fertile patch. Dead patches regain their fertility after a period of time, leav­
ing the fraction of patches that are fertile constant from period to period. 
An agent who encounters an empty fertile patch invests an amount v >  0 in 
preparing the patch for use, and occupies the patch. An agent suffers a 
fitness cost c>  0 each period he is in the state of searching for a fertile 
patch. An agent who encounters an occupied patch may contest for owner­
ship of the patch, according to the War of Attrition structure analysed in the 
previous section.

Suppose there are np patches and na agents. Let rbe the probability of finding 
a fertile patch, and let w be the probability of finding a fertile unoccupied 
patch. If the rate at which dead patches become fertile is q, which we assume
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for simplicity does not depend on how long a patch has been dead, then 
the equilibrium fraction f  of patches that are fertile must satisfy 
npfp = np( 1 -  f)q, so f=  q/(p + q). Assuming that a migrant finds a new 
patch with probability p, we then have r = fp. If φ is the fraction of agents 
who are incumbents, then writing a = na/np,we have

w = r(l -  αφ). (8)

Assuming the system is in equilibrium, the number of incumbents whose 
patch dies must be equal to the number of migrants who find empty 
patches, or ηαφ( 1 -  p) = na( 1 -  φ)\ν. Solving this equation gives φ, which is 
given by

oT(f)2 — (1 — p + r(l + α))φ + r = 0. (9)

It is easy to show that this equation has two positive roots, exactly one lying 
in the interval (0,1).

In a private property equilibrium, we have

TTg = b + (1 -  p)vg + pTTb{l -  c) ( 10)

and

nb =  W7rg(l  —  v) +  (1  —  w)Ttb(l  —  c). ( 11)

Note that the cost v of investing and c of migrating are interpreted as fitness 
costs, and hence as probabilities of death. Thus, the probability of a migrant 
becoming an incumbent in the next period is w(l -  v ), and the probability 
of remaining a migrant is (1 -  w). This explains (11). Solving these two 
equations simultaneously gives equilibrium values of incumbency and non­
incumbency:

b(c( 1 -  w) +  w)
p(c(  1 -  vw)  +  vw) ( 12)

=
b(l -  v)w 

p(c( 1 -  vw) +  vw)' (13)

Note that irb > 0, and

c( 1 -  w) + w v 
w( 1 -  v)

1 (14)
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By Theorem 1, the assumption that this is a private property equilibrium is 
satisfied if and only if this expression is less than ß, or

c( 1 -  w) + wv 
w(l — v) < ß .

(15)

This inequality shows that, in addition to our previous result that low 
fighting cost and high migration cost undermine the private property equi­
librium, a high probability w that a migrant encounters an incumbent 
undermines the private property equilibrium, and a high investment v has 
the same effect.

Suppose, however, that the system is in an anti-private property equilib­
rium. In this case, letting qu be the probability that an incumbent is chal­
lenged by an intruder, we have

ns = b + (1 -  p){ 1 -  qu)TTg + (p( 1 -  qu) + qjirb( 1 -  c) (16)

and

Ttb = wtts( 1 -  v) + (r -  w)TTg + (1 -  r)nb(l -  c). (17)

Solving these equations simultaneously gives

* b(c( 1 -  r) + r)
(18)

^  ((p(l -  qu) + qM vw + c( 1 -  vw))

* b(r -  vw)
(19)776 (((p(l -  qu) + qu))(vw + c (i -  VW)))’

Also, TTg, irb > 0, and

πΐ
1

c(l  -  r) + vw 
r -  vw (20)

Note that r -  vw = r(l — v(l — αφ')) > 0. We must check whether a non- 
incumbent mutant who never invests, and hence passes up empty, fertile 
patches, would be better off. In this case, the present value of the mutant, 
77m, satisfies

TTm - 7 Tb = (r -  w) 77·; +  (1 -  r + w) π^(1 -  c) -  n'b
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bw(v(r -  w) -  c( 1 -  v{\ -  r + 2)) 
(P(l -  ch )  +  q J i v w  +  c( 1 -  mv))

It follows that if
.... _________ c_________

V ~ (r -  w )( l  — c) +  c

then the mutant behaviour (not investing) cannot invade, and we indeed 
have an anti-property equilibrium. Note that (21) has a simple interpretation. 
The denominator in the fraction is the probability that search ends either in 
death or finding an empty patch. The right-hand side is therefore the 
expected cost of searching for an occupied patch. If the cost v of investing in 
a empty patch is greater than the expected cost of waiting to usurp an 
already productive (fertile and invested in) patch, no agent will invest.

However, if (21) is violated then migrants will refuse to invest in an empty 
fertile patch. Then (9), which implicitly assumed that a migrant would 
always occupy a vacant fertile patch, is violated. We argue as follows. Assume 
the system is in the anti-property equilibrium as described above and, not­
ing the failure of (21), migrants begin refusing to occupy vacant fertile 
patches. Then, as incumbents migrate from newly dead patches, φ will fall, 
and hence w will rise. This will continue until (21) is satisfied as an equality. 
Thus, we must redefine an anti-property equilibrium as one in which (9) is 
satisfied when (21) is satisfied, and otherwise (21) is satisfied as an equality 
and (9) is no longer satisfied. Note that in the latter case the equilibrium 
value of φ will be strictly less than in the private property equilibrium. We 
then have

Theorem 2. Suppose (21) is violated when φ is determined by (9). Then the 
anti-private property equilibrium exhibits a lower average pay-off than the 
private property equilibrium.

The reason is simply that the equilibrium value of φ will be lower in the anti­
property equilibrium than in the property equilibrium, so there will be on 
average more migrants and fewer incumbents in the anti-property equilib­
rium. But incumbents earn positive returns b per period, while migrants 
suffer positive costs c per period.

Theorem 2 helps explain why we rarely see anti-property equilibria in the 
real world. If two groups differ only in that one plays the private property 
equilibrium and the other plays the anti-private property equilibrium, the 
former will grow faster than and hence displace the latter, provided that 
there is some scarcity of resources leading to a limitation on the combined 
size of the two groups.
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This argument does not account for private property equilibria in which 
there is virtually no investment by the incumbent. This includes the butter­
fly and feral horse examples, among others. In such cases, the property and 
anti-property equilibria differ in only one way: the identity of the patch 
owner changes in the latter more rapidly than in the former. It is quite rea­
sonable to add to the model a small cost 8 of ownership change, for instance 
because the intruder must physically approach the patch and engage in 
some sort of display before the change in incumbency can be effected. With 
this assumption, the anti-private property equilibrium again has a lower 
average pay-off than the private property equilibrium, so will be disadvan­
taged in a competitive struggle for existence.

The next section shows that if we respecify the ecology of the model 
appropriately, the unique equilibrium is precisely the anti-private property 
equilibrium.

7 An anti-private property equilibrium

Consider a situation in which agents die unless they have access to a fertile 
patch at least once every n days. While having access, they reproduce at rate 
b per period. An agent who comes upon a fertile patch that is already owned 
may value the patch considerably more than the current owner, since the 
intruder will have, on average, less time to find another fertile patch than 
the current owner, who has a full n days. In this situation, the current owner 
may have no incentive to put up a sustained battle for the patch, whereas 
the intruder may. The newcomer may thus acquire the patch without a bat­
tle. Thus there is a plausible anti-private property equilibrium.

To assess the plausibility of such a scenario, note that if 7rg is the fitness of 
the owner of a fertile patch, and ttj,(k) is the fitness of a non-owner who has 
k periods to find and exploit a fertile patch before dying, then we have the 
recursion equations

7rfc(0) = 0 (22)

trb{k) = WTrg + (1 -  w)TTb(k -  1) for it = 1 (23)

where r is the probability that a non-owner becomes owner of a fertile patch, 
either because it is not owned, or the intruder costlessly evicts the owner. We 
can solve this, giving

7Γb(k) = Ttg + (1 -  (1 — r)k) fori: = 0, 1 (24)

Note that the larger k and the larger r, the greater the fitness of a intruder. We 
also have the equation

v g = b + (1 -  P)tts + pTtg(n), (25)
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where p is the probability the patch dies or the owner is costlessly evicted by 
an intruder. We can solve this equation, giving

= b
p(l — r)n (26)

Note that the larger b, the smaller p, the larger r, and the larger n, the greater 
the fitness of an owner.

As in the previous model, assume the intruder devotes resources su e  [0, 
1] and the incumbent devotes resources s0 e  (0, 1] to combat. With the 
same notation as above, we assume a fraction f0 of incumbents are 
contesters, and we derive the conditions for an incumbent and an intruder 
who has discovered the owner's fertile patch to conform to the anti­
private property equilibrium. When these conditions hold, we will have 
/0 =  0 .

Let ttc be the fitness value of contesting rather than simply abandoning the 
patch. Then we have

Ttc = s ( l  -  pu)TTs +  (1 -  s)(( l  -  pu)Ttg + puTTb{n)) -  7Tb(n),

which reduces to

ttc
ttg/si +  s0(2 +  s„) 
2 \  s0 +  s„ (27)

Moreover, -rrc is increasing in s0, so if the owner contests, he will set σ0 = 1, in 
which case the condition for contesting being fitness-enhancing for the 
owner then becomes

su +  2/su + 1 
1 + (1 -  r ) " >  1. (28)

Now let rru(k) be the fitness of a non-owner who must own a patch before 
k periods have elapsed, and comes upon an owned, fertile patch. The agent's 
fitness value of usurping is

iru(k) =  (1 -  f)vg + f{spuTTg +  (1 -  s)(puTtg +  (1 - p u)nb( k - 1) ) )

-  7Tb(k -  1).

The first term in this equation is the probability the owner does not contest, 
times the intruder’s gain if this occurs. The second term is the probability the 
owner does contest times the gain if the owner does contest, and the final
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term is the fitness value of not usurping. We can simplify this equation to

Ttu(k) = TT
S0(l -  f) + Su

S0 Su (29)

This expression is always positive, and is increasing in s„ and decreasing in sol 
provided f0 > 0. Thus, the intruder will always set su = 1. Also, as one might 
expect, if f0 = 0, the migrant usurps with probability 1, so njk)  = πχ. At any 
rate, the migrant always contests, whatever the value of f0. The condition 
(28) for not contesting, and hence for there to be a globally stable anti­
private property equilibrium, becomes

2(1 -  r)" <  1, (30)

which will be the case if either r or n is sufficiently large. When (30) does not 
hold, there will be an anti-private property equilibrium.

The anti-private property equilibrium is not often entertained in the 
literature, although John Maynard Smith (1982) describes the case of the spi­
der Oecibus civitas, where intruders virtually always displace owners without 
a fight. More informally, I observe the model in action every summer's day 
at my bird feeders and bathers. A bird will arrive, eat or bathe for a while, and 
if the feeder or bath is crowded, then will be displaced, without protest, by 
another bird, and so on. It appears that, after having eaten or bathed for a 
while, it simply is not worth the energy to defend the territory.

8 Conclusion

Humans share with many other species a predisposition to recognize private 
property. This takes the form of loss aversion: an incumbent is prepared to 
commit more vital resources to defending his property, ceteris paribus, than 
an intruder is willing to commit to taking the property. The major proviso is 
that if the property is sufficiently valuable, a private property equilibrium 
will not exist (Theorem 1).

History is written as though private property is a product of modern civil­
ization, a constmction that exists only to the extent that it is defined and 
protected by judicial institutions operating according to legal notions of 
ownership. However, it is likely that private property in the fruits of one's 
labour existed for as long as humans lived in small hunter-gatherer clans, 
unless the equality in Theorem 1 holds, as might plausibly be the case for big 
game. The tme value of modem private property, if the argument in this chapter 
is value, is fostering the accumulation of property even when Trg > (1 + β) 
Trb(l -  c). It is in this sense only that Thomas Hobbes may have been correct 
in asserting that life in an unregulated state of nature is 'solitary, poor, nasty,
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brutish, and short'. But even so, it must be recognized that modern notions 
of property are built on human behavioural propensities that we share with 
many species of non-human animals. Doubtless, an alien species with a 
genetic organization akin to our ants or termites, would find our notions of 
individuality and privacy curious at best, and probably incom prehensible.

Notes
1. The assumption of indivisibility is not very restrictive. In some cases it is naturally 

satisfied, as in a nest, web, dam, or mate who provides for offspring. In others, such 
as a hunter's kill, a fruit tree, a stretch of beach for an avian scavenger, it is simply 
the minimum size worth fighting over rather than dividing or sharing.

2. For Theorem 1 to apply, the resource in question must be indivisible. In this case, 
the 'territory' is the foodstuff that delivers benefits over many meals, and the indi­
viduals who partake of it are temporary occupiers of the territory.
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1 Introduction

This chapter presents an agent-based simulation of the emergence of a traffic 
convention -  concerning whether to drive on the left or the right of the 
road. The interaction between agents and structures involves causal influ­
ences in two directions, showing how agents constitute institutions and how 
institutions can have reconstitutive causal effects on individuals.

The evolution of conventions and institutions has become the subject of 
much analysis, modelling and discussion.1 We raise here some further analyti­
cal and conceptual issues on the basis of a heuristic, agent-based simulation 
with heterogeneous agents. The general outcome of the simulation is rela­
tively uncomplicated because we choose one of the most straightforward of 
decisions and conventions: whether to drive on the right or on the left of the 
road. In our model, artificially intelligent 'drivers' in 'cars' are programmed to 
negotiate a circular road configuration along with a number of other, similar 
vehicles. We show that the emergence of a convention is possible but by no 
means guaranteed. Furthermore, some manipulation of the decision processes

* This chapter is a shortened version of Hodgson and Knudsen (2004), excluding 
some of its data, regression and bibliographic references. The authors wish to thank 
Brian Arthur, Kenneth Binmore, Nathalie Lazaric, Axel Leijonhufvud, Paul Ormerod, 
J. Barkley Rosser, Jr., Koye Somefun, Robert Sugden, Margherita Turvani, Viktor 
Vanberg, Kumaraswamy Velupillai, Ulrich Witt, anonymous referees and others for 
their comments on earlier drafts.
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through which these 'drivers' decide to move to the left or the right provides 
a basis to consider some of the deeper conceptual issues that are involved in 
the evolution of conventions, such as the nature of rational decision-making 
and its possible reliance upon habit.

Each driver is boundedly rational. To negotiate the track and avoid 
collision, it w ould seem  to be rational for each driver at least to consider con­
formity w ith the perceived distribution o f traffic to the left and right and  
avoidance of cars that are im m ediately ahead. To these factors, our m odel 
adds habit.

Any left/right convergence outcome in this model is likely to depend on 
initial conditions and circumstances. Strong path dependence is likely, but 
we are more interested in the degree and resilience of any emergent conven­
tion than whether it is on the left or the right.

We show that in following or avoiding other traffic in some circumstances, 
strength of habit and processes of habituation can play a vital role alongside 
rational deliberation and selection pressure. This outcome not only raises 
important questions concerning the role of habit in decision-making, but 
also it challenges the frequent assumption that preference functions should 
always be taken entirely as exogenously given.

The chapter is structured in seven parts. As well as defining some key 
terms, the second part considers the theoretical background and points to 
some important differences of view concerning the manner in which insti­
tutions and conventions evolve. The heuristic model is presented in the 
third part. In the fourth part the basic results of the simulations are reported. 
The implications of the simulations concerning the concept of habit and 
regarding the concept of 'downward causation' are discussed in the fifth and 
sixth parts, respectively. The seventh part concludes the chapter.

2 The evolution of conventions and institutions

We define institutions as durable systems of established and embedded 
social rules that structure social interactions. A convention is a particular 
instance of an institutional rule (Sugden, 1986). For example, all countries 
have traffic rules, but it is a matter of (arbitrary) convention whether the rule 
is to drive on the right or on the left.

Carl Menger pioneered a basic analysis of how institutions evolve. His 
chosen example was money. Menger saw the institution of money as 
emanating in an undesigned manner from the communications and inter­
actions of individual agents. Traders look for a convenient and frequently 
exchanged commodity to use in their exchanges with others. Once such 
regularities become prominent, a circular process of institutional self-rein­
forcement takes place. Emerging to overcome the difficulties of barter, 
money is chosen because it is convenient, and it is convenient because it is 
chosen.2
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In this Mengerian approach, individual preference functions are taken 
as given. Menger thus inspired a central, unifying project in the 'new insti­
tutional economics': to explain the existence of political, legal, or social 
institutions by reference to a model of given, individual behaviour, tracing 
out its consequences in terms of human interactions.3

However, theoretical analyses or simulation of the evolution of institutions 
have proved to be remarkably problematic. For example, in the work of 
Ramon Marimon et al. (1990) an attempt is made to model the emergence of 
money with artificially intelligent agents. Their results are qualified and 
partially inconclusive. A single monetary unit does not always readily emerge. 
Menger’s discursive analysis o f an emergent convention has proven to be 
difficult to replicate in  a computer simulation. Our simulations also show the 
difficulties in reaching convergence even w ith a very simple convention.

The central hypothesis behind the present chapter is that there is often 
more to the emergence of real world institutions than mere matters of 
convenience and calculation by individual agents. Additional psychological 
factors intervene, including emotions, instincts and other dispositions. This 
basic idea can be found in the writings of the neglected tradition of 'old' 
institutionalism. For instance, arguing that the evolution of money cannot be 
understood simply in terms of cost reduction and individual convenience, 
Wesley Mitchell maintained that money 'stamps its pattern upon wayward 
human nature, makes us all react in standard ways to the standard stimuli it 
offers, and affects our very ideals of what is good, beautiful and true' 
(Mitchell, 1937, p. 371). Accordingly, the evolution of money changed the 
mentality, preferences and thinking patterns of individuals themselves. This 
does not necessarily mean that Menger's account is wrong, but that it is 
sometimes inadequate. At least in some circumstances, it may have to be 
supplemented by an analysis of how institutions can change individual 
perceptions and preferences.

The idea of the malleability of individual preferences pervades the 'old' 
institutional economics, from Thorstein Veblen to John Kenneth Galbraith. 
However, it has not yet been shown why some preference malleability may 
be necessary for the emergence and sustainability of institutions. In this 
chapter we begin to fill this gap by showing how a limited form of preference 
malleability can improve the possibility and stability of an equilibrium 
convention.

What is at issue here is the adequacy of the standard account of the 
emergence of institutions. Just as individuals constitute institutions, indi­
viduals may also be partially reconstituted by institutions. Once we raise this 
possibility, however, we encounter some conceptual problems concerning 
the specification of such preference endogeneity. It is not our intention to 
replicate a widely criticized picture of individuals as puppets of institutions, 
roles or cultural values. To avoid such pitfalls, we have to specify adequately 
the limits, nature and mechanisms of this reconstitution.
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It is here that we come to the concept of habit. The simulation outlined in 
the next section shows how habit can be significant for institutional evolu­
tion, especially in circumstances of limited information. Circumstances help 
to form the predispositions of individuals by forming and changing their 
habits. Of course, several attempts have been made to accommodate a 
notion of habit within relatively sophisticated rational choice models.4 In 
these models, any habit is seen as ultimately an outcome of a rational choice. 
In contrast, in the pragmatist tradition of Charles Sanders Peirce, William 
James, George Herbert Mead and John Dewey, any rational deliberation is 
always seen as grounded on habit. The question then is whether rational 
choice is the foundation of habit, or whether the reverse is true (Becker, 
1992; Hodgson, 1998, 2004). The discussion of the simulation, in section 6, 
addresses this dilemma. It is shown that the concept of habit developed in 
the cited rational choice models is not the same as the concept in our model 
and in the tradition of pragmatist thought.

Our intention is not to treat habit as some kind of psychological panacea, 
but to investigate its significance in the 'experimental' context of a simula­
tion. The model shows that in some circumstances habit can assist conver­
gence to a left/right convention but it also depends upon, and interacts with, 
other variables and processes. We do not argue that habit is the only factor 
involved in convergence, but under frequent conditions it is important 
when allied with other factors. We also find that in some circumstances 
habit can be disruptive.

3 The sim ulation m odel

3.1 The decision problem and the environment of choice
In our model,5 40 agents drive around a 100 x 2 grid, arranged in a ring, with 
two lanes and 100 zones. We use the terms 'agent', 'driver', and 'car' synony­
mously. The drivers are unique individuals, born to drive either clockwise or 
counter-clockwise around the ring, referred to as lengthways movement. Half 
of the agents drive clockwise and the other half counter-clockwise. For each 
car, the direction of its lengthways movement cannot be changed.

At time t = 0, the drivers are randomly assigned a zone and a position on 
one of the two sides of the ring. The cars then move in turn. During each 
move, each driver must decide whether to drive on the left or the right side 
of the ring when making their next lengthways movement. This left/right 
movement is the driver's only choice variable. Each driver performs an incre­
mental lengthways movement, placing itself in the next zone ahead, on 
either its left or its right lane.

The left/right decision is partly based on information about the traffic in 
front of the driver. The driver looks 10 increments ahead and counts in that 
region the number of cars in each lane and the number of cars going in each 
direction. Based on this information and given its behavioural and cognitive
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dispositions (defined below), the driver will decide on which side of the ring 
to drive in its next move. Each car drives around the ring until it is involved 
in a collision. A collision occurs when a car moves into a zone occupied by 
another car that is also in the same lane, irrespective of the direction of 
movement of the cars. Then both drivers die and new cars and drivers 
replace them. As a result, the number of cars on the grid is always 40. The 
replacement routine also ensures that the number of cars moving clockwise 
and counter-clockwise is always 20.

3.2 Behavioural and cognitive dispositions
Initially our objective was to make the drivers as 'intelligent' as possible, 
subject to the constraint of a limited number of cognitive and behavioural 
variables. After numerous runs with additional cognitive parameters, we 
found that a highly parsimonious model was very effective. Additional deci­
sion parameters had little effect in enhancing the survival of individual cars 
or the convergence characteristics of the model.6

When first placed on the ring, each driver receives a unique set {SSemitivityni 
OSensitivitynt Avoidance,, âbitgene,, ΗΜαιαΗθη,) of five cognitive and behavioural dispo­
sitions. The first four of these dispositions are randomly assigned and 
cannot be changed. These variables are randomly chosen according to nor­
mal distribution with mean 1 and standard deviation S (referred to as the 
mutation variable). Negative numbers are truncated to zero, but there is no 
upper bound.7 The only disposition that can be changed during the life of 
the car is the car's acquired habits (ΗαΜηιαΗο„η). Furthermore, for all original 
or newborn drivers, the initial level of the habituation variable is zero
( H abituation„i0 *

Note that the terms 'left' and 'right' are relative to the driver involved. A 
car driving clockwise on the right will not collide with a car driving counter­
clockwise on the right. The same applies to two cars both on the left, likewise 
moving in opposite directions. The terms 'ahead' and 'behind' are also rela­
tive to the car and its movement. A car may collide with another car moving 
in the same direction, but only if that other car is one zone ahead and does 
not move first, or if that other car is one zone behind and does move first.

(i) Same-direction sensitivity. Each driver looks forward and observes the 
number of cars going in the same direction as itself up to and including 
10 zones ahead, and calculates the proportion of this number driving on the 
left (or right) hand side of the road. (If no car is going in the same direction 
as itself, up to and including 10 zones ahead, then the proportion is taken 
as 0.5.) The variable SSemit,vityn indicates the degree to which driver n takes 
account of this ratio in determining its next move. If this variable is high 
then the car will tend to conform to the pattern of behaviour of the cars 
ahead of itself and moving in its own direction.
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(ii) Opposite-direction sensitivity. Each driver n looks forward and observes 
the number of cars going in the opposite direction to itself, up to and includ­
ing 10 zones ahead, and calculates the proportion of this number driving on 
their left (or right) hand side of the road. (Again, if no car is going in the 
opposite direction as itself, up to and including 10 zones ahead, then the 
proportion is taken as 0.5.) The coefficient 0Semltivityti indicates the degree to 
which car n takes account of this ratio in determining its next move. As well 
as a rationale to conform to the convention established by others, there is an 
incentive to avoid this traffic coming in the opposite direction.

(iii) Avoidance. This coefficient captures a tendency for each driver n to 
avoid collision with close, oncoming traffic. Each driver looks forward and 
observes the number of cars going in both directions, one zone ahead, and 
calculates the number on the left and right-hand side of the road, relative to 
the driver. Because each car moves in turn, another car that is positioned one 
zone ahead of driver n poses a collision danger, regardless of its direction of 
movement: cars moving in both directions threaten driver n with immediate 
collision. Driver n's avoidance is captured by the coefficient Avoidancv refer­
ring to the situation one zone ahead.

(iv) Habit gene. A driver's habit gene must be distinguished from its habit­
uation. The habit gene is the instinctive tendency that a driver has to take 
account of its acquired habituation. The habit gene cannot change but 
habituation can. The role of the habit gene is explained in the discussion of 
habituation below. Driver n’s habit gene is captured by the coefficient
Habitgene,,·

Every driver receives a unique personal profile in which the values of the 
above four behavioural and cognitive variables are randomly assigned. 
However, the following variable can change through the course of a driver's 
life.

(v) Habituation. Every driver starts with a habituation variable set initially 
at zero. As time goes on, this variable will be revised according to the car's 
movements. For instance, if a car has a history of moving on the left-hand side 
of the road then the habituation variable is likely to be positive, and if a car 
has generally moved on the right-hand side of the road then the habituation 
variable is likely to be negative. A more precise account of the habituation 
process is given below. The habit gene coefficient expresses the degree to 
which driver n takes its habituation into account. Driver n’s habituation at 
time t is captured by the coefficient Habituaü0„ni.

3.3 Calculation, habituation, decision and movement
Each car is addressed and moves sequentially. With no simultaneous moves, 
some associated problems of interpretation of the intentions of others are 
thus avoided. In each period, all drivers in turn make a (subjective) decision 
based on the (objective) information about the traffic ahead. Again the purpose 
was to make the drivers as 'intelligent' as possible, making use of the most
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important information for their survival, subject to reasonable computa­
tional constraints. As each car can only move one zone ahead, there is no 
reason to take account of traffic to its rear. As noted above, at time t, each 
driver calculates the following variables:

SL n = the proportion of all cars, going in the same direction as driver n, up 
to and including 10 zones ahead, that are driving on the left-hand 
side of the road, where 0 < < 1. If no car is going in the same
direction as driver n, up to and including 10 zones ahead, then 
Sun = 0.5.

0L/„ = the proportion of all cars, going in the direction opposite to driver n 
and up to and including 10 zones ahead, that are driving on their 
left hand side of the road, where 0 < 0, „ =£ 1. If no car is going in 
the opposite direction as driver n, up to and including 10 zones 
ahead, then 0L n = 0.5.

CLn = the number of very close cars, going in any direction, exactly one 
zone ahead of driver n, that are driving on the left-hand side of the 
road relative to driver n, where CL „ = 0 or 1.

CR . „ = the number of very close cars, going in any direction, exactly one 
zone ahead of driver n, that are driving on the right-hand side of 
the road relative to driver n, where CR „ = 0 or 1.

After having gathered this information and calculated the above ratios, the 
driver then updates its habit function according to the following formula:

Habituationnt = Habituationnt _Λ + LR„t/(K + Movesnt),

where LR„ t is the situation of car n at time t, whether it is on the left 
(LRnt = 1) or on the right (LRn t = -1 ) hand side of the road. K is an arbitrary 
positive constant and Movesn t is the total number of moves the driver has 
undertaken, up to and including the present move at time t. In addition, 
Habituation„ t is bounded between -1  and 1. Clearly the tendency to change 
habit decreases with the number of moves; the habit function is cumulative 
with a decreasing increment. The driver uses the above equation to update 
its habituation variable.8

To make a decision to go left or right, the value of the following expression 
is calculated:

LREvaluation„ = wsdirectio„ X SSensitivity„ X (2SLt„t -  1)
+ Wodirction X OSensitivity„ X (20M;f -  1)
"h WAvoidance X AVOÍdcitlCCn X (CRn t L̂,n,t)
+ wHabit X Habitgene„ X Habituationn t

The wx coefficients (wsdireclion, wodirecti0n, wAvoidanca and wHahit) are fixed, non­
negative weights common to all 40 drivers. The weights determine how
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much the components of every driver's unique set of cognitive and behav­
ioural dispositions will influence the driver's subjective evaluation and thus 
its choice to go left or right at time f. The coefficient wHabit is referred to as the 
'habit weighting'. The term wHabit X Habitgenen X Habitiiation„ , is referred to 
as 'the strength of habit' of a car.

Note that each term on the right-hand side of the equation above includes 
two positive elements plus one element with expected values equally dis­
tributed around zero, all multiplied together. Hence each term on the right- 
hand side has expected values equally distributed around zero. As a result, 
there is no bias to the right or the left in the model.

The subjective evaluation of each car is given by the variable LREmluatjo„n. If 
LREvaluation,, greater than zero then the car intends to move to the left. 
Otherwise it intends to move to the right. The final element to be taken into 
consideration is the possibility of error. An error probability variable ε is pre­
set at the beginning of the simulation. A random number generator is used 
to determine whether each car, with probability ε, makes the move opposite 
to its subjective evaluation. At this final stage, the left or right inclination of 
the car in the upcoming move is determined.

The car then moves one increment forward onto the next zone, on the left 
or right as determined. If there is no other car on the same side of the road 
and in the same zone, then there is no collision. In each period, all drivers in 
turn go through these steps.

The drivers in the model are boundedly rational. Taking account of the 
most important local information, each car responds and manoeuvres in 
order to survive. The decision algorithm combines decision elements that 
vary according to the cognitive personality of the driver and the global para­
meter weights. The population of varied decision algorithms itself evolves 
due to selection pressure, leading to surviving decision algorithms of some 
fitness value.

3.4 Replacement of colliding drivers
If there is neither birth nor death, then the pool of fixed characteristics 
among the population cannot change. At least a small amount of death and 
replacement is necessary to select the combinations of fixed cognitive and 
behavioural dispositions that are conducive to survival. However, this means 
that a replacement routine is necessary for new cars and its form can influ­
ence the outcomes in the model. It should be emphasized, however, that the 
overwhelming majority of deaths generally occur in the early, transition 
phase of the simulations.

If there is a collision, then -  regardless of blame or circumstances -  the two 
drivers die and are replaced by two new cars and drivers. The weights wx are 
common to all agents and also used by the newborn drivers. However, the 
two newborn drivers require a new set of four fixed cognitive and behavioural 
dispositions [̂ sensitivitysensitivityni v̂oidancej Habitgenejt' These were chosen randomly
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in the same manner as the cars in the population at the beginning of 
the simulation, with the habituation level {Hahitmtlonii} always set initially 
to zero.

Their cognitive and behavioural characteristics being determined, each 
new car is allocated to a random position on the track. However, to reduce 
the frequency of immediate collisions, no new car is allocated to a zone 
occupied by another car.

3.5 Design adjustments and parametric searches
Experiments were performed with different values of the mutation variable 
8. Although a convention emerged with many runs with a higher value, a 
relatively low value of 0.2 was chosen in order to achieve a lower and more 
plausible degree of mutation. Different values of K in the function above for 
Habituation,,, were also tried. Clearly, as K decreases to zero, the left/right choice 
by the car in its first move will increasingly dominate its strength of habit. 
The outcomes were relatively insensitive to variations in this coefficient, but 
habit had a slightly improved positive effect on convergence with values of 
K in the region of 10. This value ensured that habituation adjusted at a sig­
nificant but modest rate.

The decision horizon is the number of zones ahead that a driver scans to 
estimate the traffic pattern. These data affect the driver's 'conformist' calcu­
lations concerning same-direction and opposite-direction sensitivity. As 
summarized in an appendix in the original article, a number of simulations 
were performed with various decision horizons greater than 10 zones ahead, 
including the possibility that drivers see all 100 zones of the entire ring. It 
was found that habit significantly improves convergence for values of the 
horizon from zero up to and including 25 zones. The maximum habit effect 
appears with a horizon of 10, which is the value used in the standard runs 
reported in the main text below.

After all the design adjustments were complete, the values of the first three 
non-negative weights {wsdlrectlon, wOJirection, and wAvoUatKe) were considered by 
searching through their multidimensional parametric space, with progres­
sively decreasing increments of search, with wHabit always set at zero. The 
three positive weights were always normalized according to the rule that 
their average was unity. The convergence performance, death rates and other 
aspects of the model were monitored during these searches. At each search 
point, a sample of at least 100 repeated simulations were made to obtain 
mean values. Also at each point, error was increased uniformly from zero to 
0.02, across the set of 100 or more samples. This search of parameter space 
identified the point of maximum convergence {wsdirecti0„ = 1.4, Wodmction = 0.9, 
and WAvoidance 0.7} With Wtfabit 0.
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4 Simulation results for the standard model

4.1 Preliminary remarks
The principal aim of the simulations is to gauge the degree of left/right 
convergence in multiple runs of the model, exploring different points of 
parameter space and assessing the impact of different levels of habit and 
error.

Generally, when an equilibrium outcome emerges, the resulting conven­
tion, whether drive-to-the-right or drive-to-the-left, can be highly sensitive 
to initial conditions. Once the system begins to swing decisively and perma­
nently one way or the other and a convention begins to emerge, then it can 
become locked into a process that is the cumulative result of tiny initial 
movements.

However, two factors can disturb this process of convergence to a left/right 
convention. The first, and more ubiquitous, is error. The effects of error can 
be particularly disruptive in the early phases of this process. However, even 
in later phases, errors can trigger deaths that lead to replacements that are 
ill-adapted for the road conditions, leading to further collisions, and so on. 
It is possible for such processes of positive feedback to destroy an established 
convention.

The second disturbing factor emerges under specific conditions only. It is 
prevalent in a relatively small neighbourhood of parameter space. In some 
circumstances agile drivers can evolve, typically with a low but positive level 
of the habit gene. These drivers are sufficiently agile to avoid the traffic 
ahead, by moving repeatedly from one side of the road to the other if 
required. A 'cycling' pattern can occur, when cohorts of agile drivers repeat­
edly move safely and laterally to avoid other oncoming groups. There may be 
a degree of local convergence in each group, but the conventions in different 
groups may be different. If there are no further collisions then replacement 
and mutation through death cannot occur. Consequently, a unanimous 
convention will not emerge among the population as a whole.

4.2 Some illustrative simulations
Illustrative results from two different runs are displayed in Figure 9.1. The 
vertical scale measures the average inclination of the cars to the left or right. 
The horizontal scale measures the number of car moves enacted through 
time. In Figures 9.1 and 9.2, a value of unity on the vertical scale would cor­
respond to the unanimous use of either the right or the left-hand side of the 
road by all cars. A value of 0.5 on the vertical scale would indicate that the 
cars were equally distributed on the right or the left. The expected value at 
the start of the run is 0.5. With a run of 20,000 car moves, the mean of the 
20,000 vertical values is computed.
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Left or Right

X ΙΟ*
wx  = (0.5, 0.5, 2.0, 0.2), ε = 0.01. C  =0.9056

Left or Right

X 104

ivx  = (0.5, 2.0, 0.5, 0.1), ε = 0. C  =0.6641

Figure 9.1 Two illustrative runs

In order to compare results whether the drivers happened to converge on 
the left or the right, we used the following standardization procedure. If this 
average is less than 0.5, then it is subtracted from 1, ensuring that the over­
all convergence outcome (C) is always greater than or equal to 0.5 and less 
than or equal to 1. With this measure of convergence success, higher values 
indicate a greater degree of convergence. A figure of 0.95 would indicate that 
on average, for one entire run, 95 per cent of the cars were on one particular 
side of the road.

Hence the degree of convergence (C) for m moves with c cars is the total 
number of moves in which a car is on the left/right, divided by c x m. In this 
calculation all cars are considered for each individual move of every car 
through the entire run. The choice of left or right in this definition is made 
to ensure that C a  0.5. Hence 0.5 s  C < 1.

In the run displayed on the left of Figure 9.1 there is imperfect and incom­
plete convergence to one side of the track. The small amount of error slightly 
disturbs the emergent convention and prevents complete convergence. The 
death rate (not illustrated) is fairly steady and does not greatly subside. In 
the run displayed on the right of the figure, complete convergence to a 
left/right convention is prevented by a minority cohort of 18 cars that defy 
convention and have a disposition to drive on the other side. When they 
meet oncoming cars they are able to manoeuvre to avoid collision. Partly 
because the error coefficient is zero in this case, no collisions or deaths occur 
after the first few moves. Consequently, no further evolution of the model in 
this run is possible and the 'cycling' pattern becomes permanent.

Many thousands of distinct runs were tried. In some simulations, the habit 
weighting (wHabit) took the values of 0, 0.5, 1.0, 1.5 and 2.0 in turn. The pur­
pose was to show the effects of increasing weightings to the habit term in the 
decision function for every car. For each level of wHabit, the error probability
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ε took the values of 0.000, 0.005, 0.010, 0.015 and 0.020. This meant that 25 
combinations of different levels of wHablt and ε were explored. We tried 200 
runs, each with 20,000 car moves, for each of the 25 different combinations 
of the values for wHabit and ε. This meant a total of 5,000 runs and 100 million
car moves.10

We found that the degrees of convergence, the death rates, the effects of 
error, and the impact of habit can vary substantially, depending on the 
values of the three parameters {wSdirection, w0directi0W and wAwidance}. In some 
regions of parameter space, with a given level of error, increases in the overall 
strength of habit in the population as a whole (formed by the terms 
wHabit X Habitgene x Habituation) can often help to improve the speed of conver­
gence to a left/right convention. In addition, wHabit can sometimes help the 
system cope with error and subvert 'cycling' behaviour. In other parts of para­
meter space, the impact of habit on convergence is small or negative.

However, it is important to emphasize that convergence is never achieved 
by the force of habit alone. Furthermore, convergence can sometimes occur 
with low or zero levels of habit. Crucially, habit helps convergence only 
when it is combined with selection pressure on the fixed 'instincts' in the 
population of cars.

The results of a multiple simulation with different levels of wHabit and ε are 
reported in Figure 9.2. The three weights in this model are from the point 
in parameter space where convergence is maximized with zero habit. The 
vertical axis on Figure 9.2 shows the degree of convergence to a left/right 
convention. The higher the value the greater the degree of convergence.

wx = (1.4, 0.9, 0.7, wHabit)

A striking outcome displayed in Figure 9.2 is the sensitivity of convergence 
to the habit weighting (wHaMt) and strength of habit. As wHabit increases, at 
least from zero to unity, mean convergence levels improve for all levels of 
error (ε). Habit generally improves convergence.11

4.3 Multiple simulations in parameter space
The simulation reported in the previous section is from a point in parameter 
space where the convergence is maximized with zero habit. The question is 
raised whether other parts of parameter space exhibit the same positive habit 
effect, and if so, to what degree.

In Hodgson and Knudsen (2004) we developed techniques for the 
systematic search through the entire parameter space. Based on the data 
from hundreds of observations in this parameter space, habit emerged as the 
most significant factor determining the degree of convergence.

No other variable emerged in general to improve convergence in our sim­
ulations. For instance, while the avoidance coefficient can help the drivers to 
survive, it does not significantly assist convergence.
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0.015
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0.010

Habit

0.005
0.000

Figure 9.2 Degrees of convergence with 200 runs for each level of habit and error

We conclude that in this boundedly rational situation, where drivers can­
not see the whole of the ring, habit emerged as the single most significant 
factor improving convergence. If drivers can see further ahead (Hodgson and 
Knudsen, 2004, Appendix 2), habit still has a positive effect. In addition, 
when the decision horizon is greater than 10, and hence there is more infor­
mation concerning the traffic ahead, 'conformist' factors related to the 
Wsdirection and w0direction, coefficients become significant and more important in 
aiding convergence. The relative importance of habit is inversely related to 
omniscience.12

5 Discussion -  the nature of habit
The most important result of the simulations described in section 4 concerns 
the effect of introducing processes of habituation into the modelling of 
agent behaviour. In a substantial region of parameter space, strength of habit 
can increase the systemic rate of convergence towards a left/right convention. 
In some circumstances it can also enhance systemic resistance to error.
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In the above model, each car is programmed by three parameters 
(Ssemit,vityPsemitivity„, Avoidance)  governing its sensitivity to traffic patterns ahead 
and its propensity to make an avoidance manoeuvre. A fourth parameter 
(HabitgeneJ governs the tendency that a driver has to take account of its 
acquired habituation. The values of these four exogenously given parameters 
are akin to instincts: they are fixed for the lifetime of each car. By contrast, a 
fifth parameter {Hah,tuatian )  governing the particular habitual disposition to 
go left or right is an outcome of the actual behaviour of the car. The value of 
this parameter is not given and is literally path dependent.

The conception and role of habit in this model contrast greatly with a def­
inition of habit elsewhere. Gary Becker (1992, p. 328) writes: 'I define habit­
ual behavior as displaying a positive relation between past and current 
consumption.' Becker here defines habit not as a behavioural propensity but 
as sequentially correlated behaviour. A car may manoeuvre to the left to 
avoid oncoming traffic, but its propensity may still be to drive to the right. 
If there is an observed succession of left-driving behaviour, this is not neces­
sarily the underlying disposition of the agent. Becker's definition conflates 
propensity with actuality. However, if past behaviour were taken to mean a 
potentially infinite sequence of past events, then a propensity acquired 
through habituation could approximate to mean past behaviour. In this 
extreme case, propensity with actuality could coincide, but in general, and in 
contrast to Becker, we distinguish between habit and behaviour by defining 
habit as a disposition or propensity, rather than correlated behaviour.

Becker (1992, p. 331) is on stronger ground when he writes: 'Habit helps 
economize on the cost of searching for information, and of applying the 
information to a new situation.' It is true that habit removes some actions 
from conscious deliberation and helps the agent to focus on other, more 
strategic or immediate decisions. However, the model here suggests that 
there is something more to habit than economizing on decision-making. 
After all, each car in the model makes only one simple binary decision at 
each point of time. Habit is doing much more in our model than simply 
economizing on the time taken to search for and process information.

The model suggests that a crucial role played by habit is to build up and 
reinforce an enduring disposition in each agent concerning the appropri­
ate side of the road on which to drive, especially in a situation where 
information concerning the traffic ahead is limited. A sequence of similar 
and repeated behaviours creates in each agent a habitual predilection, 
which can stimulate a 'belief' or 'conviction' that a particular behaviour is 
appropriate.

Again this is reminiscent of the arguments of pragmatists such as Peirce 
and James, who saw acquired habits as the basis of firmly held beliefs. Habit 
is more than a means of economizing on decision-making for individuals; it 
is a means by which social conventions and institutions are formed and 
preserved.



192 Institutional Change and Economic Behaviour

Our model raises questions concerning the distinction between preference 
exogeneity and endogeneity. By introducing the concept of meta-preferences, 
Becker and others have argued that habit-formation is not an example of 
meta-preference endogeneity. Becker's (1992) argument is that habits and 
addictions can be placed within a meta-preference function in which data 
concerning 'different variables and experiences', pertaining to different time 
periods, enter as arguments. These

meta preferences are stable. ... The message is not that preferences at time 
t for different people depend in the same way on their consumption at 
time t. Rather, it is that common rules determine the way different 
variables and experiences enter the meta preferences that motivate most 
people at most times, (p. 340)

It is instructive to consider the scale of the mental operation that is implied 
here. Note that as the number of time periods increases, the number of argu­
ments in Becker's meta-preference function must increase proportionately. 
Essentially, Becker argues that utility is a function of the following type:

[/ = f\xux 2...x t ...xd

where U is utility and each x, is a vector of 'variables and experiences' at time i. 
In each complete standard run of our model, each surviving agent moves 
500 times, meaning that its preference function would have to have 500 
arguments for each of the five variables involved. However, ours is an 
extremely simple model, running overall for only 500 iterations per surviv­
ing agent. Assume that a nearer-to-human individual lives for 30,000 days, 
and makes 104 decisions each day, governing 104 variables. If so, the 
Beckerian meta-preference function must have 3 x 1012 arguments. It is 
likely that the demands of the Beckerian meta-preference function signifi­
cantly exceed the computational capacities of the human brain. To use the 
words of Roy Radner (1970, p. 457), the unboundedly rational agent requires 
'capabilities of imagination and calculation that exceed reality by many 
orders of magnitude'.

Habit, in the sense that we are using the term, makes computation man­
ageable by vastly reducing the computational and memory requirements of 
the agent. Habit works not simply or principally by reducing the 'cost of 
searching for information' but also by reducing the memory and computa­
tional capacity required to make any decision to act. In formal terms,

U = f{h, m (_ s, m ,.s+l... x t)

where h is the vector of habits and mt.s ... m,., constitute the selective 
memories of past events, where s is less than t. The number of elements in
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the vector h and in any vector m, are each less than the number of 'variables 
and experiences' in xt.

The attribution of a Beckerian preference function to each driver in our 
model would mean that each driver would have to remember simultaneously, 
and for every one of its moves, at least three computed variables (SL n t, 0 Ln t, 
CRj„t ~ Q,n,(t) plus ah °f its past left/right positions. If the maximum number 
of moves were 500, then each agent would require a mental storage for at 
least 2000 scalar variables. With a greater number of moves the memory 
requirement increases in proportion. Instead, in our model, only two scalar 
variables (current habituation, plus the number of past moves) have to be 
stored in the memory of each car at any point in time, for any length of run.

Another aspect of Becker's treatment of individual preferences is also 
questionable. Becker (1992, p. 340) continues, in the same passage as above,

forward-looking rational actors maximize the utility from their meta pref­
erences, not from current preferences alone, because they recognize that 
choices today affect their utilities in the future.

In contrast, it could be argued that many actions of agents in the real world, 
in this respect like the actions of drivers in our model, are not forward- 
looking in the sense that they consider the full consequences of present 
actions in the future. Habit is a disposition, sometimes even reinforced by 
ethical conviction; it does not typically involve a detailed or extensive con­
sideration of future outcomes. No agent in the model considers whether the 
future emergent convention will be to the left or to the right. It just acts, in 
part to survive the traffic maelstrom and in part according to its acquired 
propensity or 'belief' that one type of behaviour is more appropriate. Of 
course, things are much more complicated in the real world. People do make 
decisions based on forward-looking considerations. However, the suggestion 
here is that forward-looking decisions cannot account for all of behaviour, 
including behaviour that is habit-driven. Habit is a past-driven propensity, 
and not necessarily the outcome of a forward-looking calculation.

For these reasons it is preferable to regard habit formation as an endogen­
ous change of preferences rather than an outcome of decisions governed by 
a meta-preference function that deals with a number of variables over a 
series of time periods.

6 Discussion -  downward causation

Another use of our model is that it provides a heuristic framework to con­
sider the nuanced interpretations and meanings of the idea of 'downward 
causation' -  a concept largely unfamiliar to economists but quite well known 
in the philosophy of psychology and the philosophy of biology (Campbell, 
1974; Sperry, 1991).
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The concept of downward causation depends upon the ontological notion 
that any complex system has 'higher level' systemic properties as well as 
'lower level' components. At the systemic level there may exist 'emergent 
properties' that are, by definition, additional properties that depend upon, 
but are not explicable or predictable from, an analysis of the components at 
the lower level. The concept of emergent properties has recently become 
prominent in discussions of the complex simulations, pioneered in Santa Fe 
and elsewhere (Lane, 1993).13

Downward causation refers to possible effects of higher-level properties on 
lower-level components. It has weak and strong forms. In our model, this 
weaker form of downward causation is clearly present. As a left/right driving 
convention begins to be formed, more and more cars drive in conformity 
with that emerging convention. If a convention begins to emerge, then 
those that survive tend to be those that conform. Evolutionary selection acts 
on the population of agents, causing a shift in the characteristics of the pop­
ulation as a whole. This is an outcome of 'natural selection' and amounts to 
weak downward causation.

In the population as a whole, this evolutionary selection works on both 
the four fixed parameters and the single variable expressing habit. The set of 
values in the population as a whole changes by means of the death of the 
unsuccessful and the birth of the new agents. However, for any individual 
agent, evolutionary selection does not cause a change in the values of the 
four fixed parameters.

The stronger notion of 'reconstitutive downward causation' involves 
changing individuals as well as populations as a result of causal powers asso­
ciated with higher levels (Hodgson, 2004). However, Sperry (1991) and other 
authors insist that explanations based on downward causation should be 
carefully focused on real causal mechanisms. This is the problem: while it is 
tempting to explain the behaviour of units in terms of collectives or wholes, 
the precise causal mechanism is difficult to determine.

If there is some mechanism whereby an actual or emerging convention 
can affect or 'reconstitute' the characteristics of the individual units, then 
this would amount to reconstitutive downward causation. System-wide out­
comes (at a 'higher' level) would affect the characteristics of individual units 
(at a 'lower' level).

In our model, this stronger form of downward causation is also present 
and is associated with a discernible causal mechanism because as the left/right 
convention begins to emerge, more and more surviving cars develop the habit 
to drive on the left or the right, according to that convention. Strength 
of habit is based on two of the five variables that form the 'preference func­
tion' of each agent. For each individual, one of these preference elements 
(Hautuatim,,) can change. In this way, emerging and enduring systemic proper­
ties reconstitute 'downwards' the preferences of the agent. Part of the 
achievement here is to show that both forms of downward causation can be
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represented in an agent-based model. In particular, we can identify a specific 
causal mechanism of reconstitutive downward causation.

Another crucial point to recognize is the specific mechanism by which 
reconstitutive downward causation operates. It is on habits rather than 
merely on behaviour, intentions or other preferences. Clearly, the definitional 
distinction between habit (as a propensity or disposition) and behaviour (or 
action) is essential to make sense of this statement.

The existence of a viable mechanism of reconstitutive downward causation 
contrasts with other, untenable 'top down' or 'methodologically collectivist' 
explanations in the social sciences where there are unspecified 'structural', 
'cultural', or 'economic' forces controlling individuals. Crucially, the mecha­
nism of reconstitutive downward causation that is outlined here affects the 
dispositions, thoughts, and actions of human actors. It is highly inadequate 
to regard preferences or purposes as changing simply as a result of unspecified 
cultural or social forces. What does happen is that the framing, shifting and 
constraining capacities of social institutions give rise to new perceptions and 
dispositions within individuals. Upon new habits of thought and behaviour, 
new preferences and intentions emerge.

Hence the concept of reconstitutive downward causation does not rely on 
new or mysterious types of cause or causality. We exclude any version of 
methodological collectivism or holism where an attempt is made to explain 
individual dispositions or behaviour entirely in terms of institutions or other 
system-level characteristics. Instead, we are obliged to explain particular 
human behaviour in terms of causal processes operating at the individual 
level, such as individual aspirations, dispositions or constraints.

It is a central tenet of the pragmatist philosophical and psychological 
perspective to regard habit and instinct as foundational to the human per­
sonality. Reason, deliberation and calculation emerge only after specific 
habits have been laid down; their operation depends upon such habits. In 
turn, the development of habits depends upon prior instincts. Instincts, by 
definition, are inherited. Accordingly, reconstitutive downward causation 
upon instincts is not possible. However, as noted above, the weaker form of 
downward causation does operate on whole populations and on its pool of 
habits and instincts.

The ongoing acquisition and modification of habits are central to human 
existence. All action and deliberation depend on prior habits that we acquire 
during our individual development. For example, much deliberative thought 
is dependent on, as well as being coloured by, acquired habits of language. In 
addition, to make sense of the world, we have to acquire habits of classifica­
tion and habitually associated meanings. To act in and adapt to the world, 
our complex nervous system has to be developed and rehearsed. Habit is a 
crucial and neglected element in cognition, deliberation and reason.

As long as we can explain how institutional structures give rise to new 
or changed habits, then we have a possible and acceptable mechanism of
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reconstitutive downward causation. Of course, institutions may directly 
affect our intentions by providing incentives, sanctions or constraints. In 
contrast, a reconstitutive causal mechanism involves factors that are founda­
tional to purposes, preferences and deliberation as a whole. This is where 
habits come in. By affecting habits, institutions can indirectly influence our 
intentions (Hodgson, 2004).

7 Conclusion

The model discussed in this chapter shows how a left/right traffic convention 
may emerge in an agent-based model. The main factor inhibiting this con­
vergence is error. Also, in limited circumstances, agile avoidance behaviour 
can lead to recurrent, cycling patterns of behaviour with no emergent 
left/right convention. The simulation results show that increases in the 
'strength of habit' of agents in the model when combined with evolutionary 
selection pressure can help to suppress both of these disturbing factors.

This simulation points to some of the deeper conceptual issues involved in 
the evolution of conventions, particularly the nature of rational decision­
making and its reliance upon habit. Overall, the simulations show that the 
systemic convergence to a left/right convention is often improved and sus­
tained by strength of habit. Accordingly, habit plays an important part 
alongside the 'intelligent' and calculative aspects of agent behaviour, partic­
ularly in cases where information is limited.

In contrast, the analyses of Stephen Jones (1984) and Ekkehart Schlicht 
(1998) maintain that conventions and customs emerge principally because 
individuals have a preference for them. In our simulations, this is not gener­
ally the case where information is limited. In these circumstances, habit is 
additionally and vitally important because it can often enhance stable 
behaviour and help to create stable outcomes.

The specification of habit in the model is redolent of the concept in the 
works of pragmatist philosophers such as Peirce and James. Habit acts in the 
model as if it were the foundation of a 'conviction' or firmly held 'belief'. 
This suggests that the evolution of conventions may depend not only on the 
rational calculations of actors but also on the widespread development of 
convictions or norms concerning appropriate behaviour.

This model also has implications for an understanding of the nature and 
role of habit. In the specification here, the conception of habit is clearly 
distinguished from serially correlated behaviour. This definition contrasts 
significantly with that in the work of Becker and others.

We also identify a mechanism of 'reconstitutive downward causation' 
among agents. Although each car has four inert 'instincts', the fifth variable 
concerning habituation changes as agent behaviour changes. As a left/right 
convention emerges among the population as a whole, this provides a chan­
nel of movement for every individual. Accordingly, individual habits reflect
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the emergent convention among the whole population. As a result, the 
formation of individual habits is guided by systemic conventions. This is 
tantamount to a change of preferences, and it results from a 'downwards' 
causal process from the emergent institution to the individual.

A possible criticism of this thesis could stem from a Beckerian approach 
where each agent has a meta-preference function with arguments representing 
all relevant temporal and other variables. We have shown that this approach 
comes up against the problem of computational limitations of agents required 
to deal with large and increasing amounts of information concerning their 
past. It makes more sense to treat preferences as partially endogenous and 
malleable. Furthermore, in contrast to the idea of a meta-preference func­
tion, the conception of habit defined here greatly reduces the number of 
variables that each agent has to take into account.

Given the powerful effect of habituation in our model, reconstitutive 
downward causation may provide a degree of durability and stability in 
institutional structure that is not explained adequately in standard models. 
The circular, positive feedback from institution to individuals and from indi­
viduals to institutions can help to enhance the durability of the institutional 
unit. There may be stable emergent properties that exist not despite, but 
because of, endogenous preference formation.

With the theoretical framework proposed here, it may also be possible to 
overcome the dilemma between methodological individualism and method­
ological collectivism. By acting not directly on individual decisions, but on 
habitual dispositions, institutions exert reconstitutive downward causation 
without reducing the role of individual agency. Upward causation, from 
individuals to institutions, is still possible, without assuming that the indi­
vidual is given or immanently conceived. Explanations of socio-economic 
phenomena are reduced neither to individuals nor to institutions alone.

Notes
1. See, for example, Marimon et al. (1990) and Wärneryd (1990). Young (1996) 

provides an interesting historical account of the evolution of traffic conventions.
2. Despite the apparent simplicity of this monetary argument, analyses, experiments 

and simulations based upon it are extraordinarily complex (Marimon et al., 1990). 
Realizing this, we chose a simpler institution as the object of the present study in 
which each agent has a choice between only two behavioural options at any stage. 
Our intention was to illustrate the hypothesized results in the simplest possible 
institutional set-up.

3. For discussions of the limits of this approach see Field (1979), Hodgson (1998) and 
Aoki (2001).

4. See, for example, Becker and Murphy (1988), Alessie and Kapteyn (1991), Becker 
(1992).

5. The simulations described here were performed using Matlab software. All random 
numbers are generated from a multiseed generator with the theoretical lower limit 
of 21492 before the number will repeat itself.
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6. Earlier versions of this simulation included three 'inertia' parameters and an 
additional 'avoidance' variable applied to the area two zones ahead of the driver. 
The inertia parameters gave each driver a disposition to continue stubbornly with 
an inclination it has assumed in the recent past. We found that the effects of iner­
tia are generally weaker than those of habit. The effect of the second 'avoidance' 
variable was at most marginal. Accordingly, the more parsimonious model was 
chosen, with the omission of these parameters.

7. The probability that a negative number will be drawn is extremely small 
(7.43*10-6). An alternative method of selecting the first four parameters would be 
to draw them randomly from a uniform distribution in a specified interval. 
Instead, a normal distribution was selected because it was found that it reduced 
the death rates in the simulation. Selection along an interval will typically create 
a larger number of drivers with less fit parameters.

8. Experiments were performed using different habit functions, with similar but 
slightly weaker results. The chosen increments in the habit function in the pre­
sent work decline at a rate that permits in principle the indefinite reversal of 
habituation from one extreme value to the other: no sign nor degree of habitua­
tion is ever irreversible.

9. Searches in parameter space confirmed that this was a global rather than a local 
maximum. However, the convergence optimization zone is almost flat, making 
accuracy to more than one decimal place superfluous.

10. Convergence to the left or right was monitored in all runs, confirming that the 
model had no bias towards one side of the road rather than the other.

IX. More data from this set of simulation results are presented in Hodgson and 
Knudsen (2004).

12. Our article was published before we came across Epstein (2001), which also 
involves artificial agents driving around a circular ring. Epstein adopts a simpler 
decision-making algorithm, without habit, where a driver's horizon is reduced if 
there is no change in left/right decisions. He derives the robust and important 
result that the necessary horizon and degree of rational deliberation is inversely 
related to the strength of the reigning traffic convention. Epstein's work comple­
ments ours. Both studies emphasize that conventions are not only convenient 
outcomes for calculating agents, but also they help to reduce their computational 
and deliberational requirements.

13. On the concept of emergent properties and its history see Hodgson (2004).
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1 Introduction

Behavioural game theory is the application of game theory to the design and 
interpretation of laboratory experiments. Behavioural game theory aims to 
determine empirically how individuals make choices under conditions of 
uncertainty and strategic interaction, and to provide analytical models 
of the resulting behaviour. It is widely believed that experimental results of 
behavioural game theory undermine standard economic and game theory. 
This chapter suggests that experimental results present serious theoretical 
modelling challenges, but do not undermine a pillar of contemporary 
economic theory: the rational actor model, which holds that individual 
choice can be modelled as maximization of an objective function subject to 
informational and material constraints. However, we must abandon the 
notion that rationality implies self-regarding behaviour. The most recent 
stage in behavioural game theory research, rather than treating anomalous 
behaviour as flowing from faulty reasoning, builds analytical models 
premised upon the rational actor model, but with agents who systematically 
exhibit other-regarding preferences, i.e. they care about not only their own pay­
offs in a strategic interaction, but those of the other players and the process 
of play as well.

I address some general issues to which the research into other-regarding 
preferences has given rise, arguing the following points:

a. The beliefs, preferences, and constraints model. Recent experimental 
results support the 'thin' concept of rationality on which contemporary

* I would like to Samuel Bowles, Ernst Fehr and Jack Hirshleifer for their help and 
the John D. and Catherine T. MacArthur Foundation for financial support. This essay 
is dedicated to the memory of Jack Hirshleifer.
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decision theory, game theory, and microeconomic theory are based. This 
concept assumes only that preferences are consistent over the appropriate 
choice space. Other-regarding preferences do, however, expand the content 
of the preference function beyond the traditional exclusive reliance on per­
sonal gain through consumption, leisure and asset portfolio enhancement. 
Moreover, the proper choice space must be empirically determined. For 
instance, according to prospect theory, the choice space privileges the 
agent's current position, and in hyperbolic discounting the choice space 
privileges the time at which choice is exercised. The term 'rational' is so 
connotation-laden that communication using the term 'rational actor 
model' is prone to inefficiency and misunderstanding. I therefore propose 
the term beliefs, preferences and constraints (BPC) model.

b. Other-regarding preferences. Several categories of other-regarding 
preferences need to be added to the standard model to capture human behav­
iour. These include strong reciprocity, inequality aversion and 'insider' bias. 
We define these as follows. A social dilemma is a game with two pure strate­
gies, 'cooperate' and 'defect' in which all other players gain when a player 
cooperates, but a self-regarding player will always defect, giving no benefit to 
the group, whatever the other players do. Strong reciprocity is a predisposition 
to cooperate in a social dilemma, and to punish non-cooperators when pos­
sible, at a personal cost that cannot be recouped in later stages of the game. 
Inequality aversion is the predisposition to reduce the inequality in outcomes 
between oneself and other group members, even at personal cost. Insider bias 
in a game is the predisposition to identify other players who are 'like oneself' 
according to some payoff-irrelevant ascriptive marker (such as ethnicity or 
nationality) and behave altruistically on behalf of these 'insiders'. These 
categories are probably universal, but their content is culturally variable. 
Character virtues (honesty, trustworthiness, promise-keeping and the like) are 
norms of behaviour that are upheld for their own sake, even in the face of 
forgone material gains. They are supported by such psychological traits as 
the capacity to internalize social values, and the tendency to display such 
social emotions as empathy, shame, pride, and remorse.

c. Complete and incomplete contracting. A complete contract among a 
group of agents is an agreement specifying the rights and obligations of each 
party under all possible future states of affairs, costlessly written and 
enforced by third parties (e.g. the judiciary). In anonymous competitive 
market settings with complete contracting, individuals behave like the self- 
regarding actor of traditional economic theory. A one-sided incomplete 
contract is one in which one party to an exchange delivers a contractually 
enforceable quantity (e.g. money) in return for an unenforceable promise of 
delivery of services (e.g. work). Under conditions of competitive market 
exchange with one-sided incomplete contracting, other-regarding preferences 
(gift exchange, conditional cooperation and punishment) emerge. Such sit­
uations often attain a high level of allocational efficiency compared to the
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situation with self-regarding agents. These situations are characterized by 
non-clearing markets in which the agent on the short side of a contractual 
relationship, usually the party who is offering money, has power in some 
meaningful, quasi-political sense (e.g. employers, lenders, consumers) while 
agents on the long side enjoy rents (employees, borrowers, firms).

Section 2 explains why other-regarding preferences enrich rather than 
undermine the BPC model. The reason is that choice theory requires only 
that preferences be consistent, and is in principle agnostic to the content of 
preferences. This should be completely obvious to economists, but the 
epithet 'irrational' is so frequently applied in a manner inconsistent with its 
proper use in economic theory that formally addressing this issue appears to 
be in order. The upshot is that we can continue to affirm the principle that 
agents can be successfully modelled as maximizing a preference function 
subject to informational and material constraints.

Section 3 explores the implications of experimental economics for game 
theory. Since game theory provides the methodological foundations for 
experimental design and analysis in experimental economics, if the latter's 
empirical findings undermined game theory, they would thereby undermine 
their own validity -  a situation demanding a serious, radical reconstruction 
of the general theory of strategic interaction. In fact, however, since the BPC 
model remains relevant, we can assume agents choose best responses in 
strategic interactions, and hence game theory is not undermined. Some 
experimental research, however, does suggest that game-theoretic predic­
tions involving more than a few levels of backward induction on the part of 
agents generally predict very poorly, suggesting that agents do not choose 
best responses, and hence game theory itself is threatened. An important 
branch of game theory, known as interactive decision theory, often over­
looked in methodological discussions of the implications of empirical 
research, indicates however that backward induction can be identified with 
choosing best responses only under specialized conditions, or only making 
questionable assumptions concerning the nature of logical and statistical 
inference (Fagin et al., 1995; Halpern, 2001; Aumann, 1995; and Aumann 
and Brandenburger, 1995). It follows that the experimental findings on 
backward induction do not threaten game theory, although they counsel 
against the indiscriminate use of backward induction arguments in parts of 
the game tree that cannot be reached by rational agents.

Additional support for traditional economic theory comes from the fact 
that when all aspects of market exchange are covered by complete contracts, 
agents behave as self-interested income maximizers, as suggested in tradi­
tional economic theory. Many experiments carried out by Vernon Smith and 
his co-workers support this generalization.

Many of the characteristics of modern market economies are the result of 
incomplete contracting. Herbert Gintis (1976) suggested that the major outlines
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of the employer-employee relationship (long-term contracts with supra-mar­
ket-clearing wages, job ladders, and the use of promotion and dismissal as 
motivating devices) are due to the fact that in return for a wage, the worker 
cannot credibly guarantee any particular level of effort or care in the labour- 
time provided the employer. George Akerlof (1982) suggested that under such 
conditions the employer-employee relationship could be a 'gift exchange' sit­
uation, in which workers voluntarily supply a high level of effort when they 
believe that their employer is offering a fair wage and good working condi­
tions. Samuel Bowles and Herbert Gintis (1993) introduced the notion of 
short-side power in the following terms: 'The short side of a market is the side 
for which the quantity of desired transactions is the least. Short-side agents 
include employers in labor markets with equilibrium unemployment, ... and 
lenders in capital markets with equilibrium credit rationing.' We asserted the 
following principle: 'competitive equilibrium ... allocates power to agents on 
the short side of non-clearing markets'. In particular, there tend to be both 
job rationing and credit rationing, in the sense that there are always more 
applicants for a job than job openings, and this excess supply does not lead 
to a bidding down of wages. Similarly, there are more applicants for loans 
than there are loanable funds, and this excess demand leads to strong collat­
eral requirements rather than the bidding down of the interest rate. Gintis 
(1989) applied a similar argument to the relationship between consumers and 
firms that supply goods where contracts do not ensure the delivery of high- 
quality products. In this case, the supplying firm is on the long side of the 
market (sellers are quantity constrained), and price is higher than marginal 
cost, accounting for the fact that many firms in a capitalist economy see their 
task as 'selling their product', rather than maximizing profits with a given 
demand function.

Section 4 describes the achievement of Ernst Fehr, Simon Gächter and 
Georg Kirchsteiger (1997) in showing that Akerlof's gift exchange mecha­
nism is strongly operative when the labour contract is incomplete. In a more 
elaborate setting, Martin Brown, Armin Falk and Ernst Fehr (2004) show that 
both gift exchange and threat of dismissal are operative in an incomplete 
contract setting. This experimental setting is especially interesting because it 
illustrates the coexistence of self- and other-regarding incentives in a single 
game. While doubtless at times self-regarding incentives 'crowd out' other- 
regarding motives, at least in the labour market the two probably coexist.

2 Rational choice theory and the BPC model

Rational choice theory models behaviour as agents maximizing a preference 
function subject to informational and material constraints. The term 'rational' 
is a misnomer, since the term appears to imply something about the ability 
of the agent to give reasons for actions, to act objectively, unmoved by 
capricious emotionality, and even to act self-interestedly. Yet, it has long been
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recognized that this connotational overlay is superfluous and misleading. 
Nothing has brought this fact home more clearly than the great success of 
the BPC model in explaining animal behaviour, despite the fact that no one 
believes that fruit flies and spiders do much in the way of cogitating (Alcock, 
1993). The BPC model is the starting point for much of economic analysis, 
behavioural game theory, and is increasingly gaining credence with neurosci­
entists (Glimcher, 2003).

Formally, the assertion that consistent preferences are sufficient to model 
the individual as maximizing a preference ordering over a choice set A can 
be presented as follows. By a preference ordering > on a set A, we mean a 
binary relation, such that x > y may be either true or false for various pairs 
X, y G A. When x > y, we say 'x is weakly preferred to y'. We say > is com­
plete if, for any x, y G A, either x > y or y > x. We say > is transitive if, for all 
x, y, z e  A, x > y and y > z imply x > z. When these two conditions are sat­
isfied, we say > is a preference relation. We say an agent maximizes > if, if from 
any subset B C A, the agent chooses one of the most preferred elements of B 
according to >,

Theorem: I f  > is a preference relation on set A, and if an agent maximizes >, 
then there always exists a utility function u : A —> R (where R are the real 
numbers) such that the agent behaves as if  maximizing this utility function 
over A.

The empirical evidence supports an even stronger notion of human 
rationality for such preferences as charitable giving and punitive retribution.

James Andreoni and John Miller (2002) have shown that one can apply 
standard choice theory, including the derivation of demand curves, plotting 
concave indifference curves, and finding price elasticities, in situations 
where individuals are faced with trade-offs between self-regarding and other- 
regarding payoffs. This is because individual preferences tend to satisfy the 
Generalized Axiom of Revealed Preference, which can be defined as follows. 
Suppose an agent chooses a commodity bundle [χυ ..., x„] at prices {p1; ..., p„) 
subject to the budget constraint Σ, pt xt = M. Suppose x \  ..., xm are any 
commodity bundles, so x' = (χ[,···,χ'„) for any / = 1, ..., m. Thus, x' lies on 
the budget constraint if Σ,· p, x{ = M. We say x‘ is directly revealed preferred 
to x> if x’ was in the choice set when x' was chosen. We say x l is indirectly 
revealed prefened to x" if there is some choice of x2, ... , x” 1 such that x' is 
directly revealed preferred to x‘+ 1 for i = 1, . . . , η — 1. Finally, we say that 
the Generalized Axiom of Revealed Preference (GARP) is satisfied if, when­
ever x‘ is indirectly preferred to x>, then x1 violates the income constraint 
when x' is chosen.

Andreoni and Miller used a modified version of the dictator game, in 
which the experimenter gives a subject an amount of money, with the 
instructions that he is to share the money with a second party, specified by
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the experimenter, in any proportions that he wishes. The recipient has no 
say in the matter. In the current experiment, the subject was given an 
amount of money m, of which he could keep an amount ns of his choosing, 
the remainder, m -  tts, being divided by the 'price' p and given to the second 
party. It is easy to see that the 'commodity bundle' (its, πα) satisfies the bud­
get equation tts + ρπα = m. The shape of the subject's preference ordering, 
and in particular whether it satisfies GARP, could be determined by varying 
the price p and the income m, and observing the subject's choices.

The experimenters found that 75 per cent of subjects exhibited some 
degree of other-regarding preferences (i.e. gave money to the second party), 
and 98 per cent of subjects made choices compatible with GARP. In some of 
the cases, p was chosen to be negative over some range, within which sub­
jects maximize their own payoff by contributing more to the second party. 
Even in these cases GARP was generally satisfied, 23 per cent of subjects 
exhibiting jealous preferences, by making a non-personal-payoff-maximizing 
choice, the sole attraction of which is that it reduces the payment to the 
second party.

While much more experimentation of this sort remains to be carried out, 
at least at this point it appears that other-regarding preferences present no 
challenge to traditional consumer theory.

3 Backward induction and rationality

Game theory privileges subgame perfection as the proper equilibrium 
concept of rational agents (Selten, 1975). Subgame perfection, of course, is 
equivalent to the iterated elimination of weakly dominated strategies. It has 
long been known, however, that subjects in experimental games rarely 
engage in more that a few iterations of backward induction. In his ambitious 
overview of the current state of behavioural game theory Colin Camerer 
(2003) summarizes a large body of experimental evidence in the following 
way: 'Nearly all people use one step of iterated dominance ... However, at 
least 10 per cent of players seem to use each of two to four levels of iterated 
dominance, and the median number of steps of iterated dominance is two'
(p. 202).

In this section, I outline the empirical basis for this assertion. Despite its 
importance, I want to stress that this empirical regularity does not in any 
way undermine the BPC model, since the interactive decision theoretic liter­
ature clearly shows that strong informational assumptions are necessary to 
justify the iterated elimination of (weakly or strongly) dominated strategies.

So-called 'beauty contests' are often used to determine the extent to which 
people backward induct. Suppose a group of subjects is told each should 
choose a whole number between zero and 100. The prize is $10 and the win­
ner is the subject whose guess is closest to 2/3 of the average guess. One level 
of backward induction implies limiting one's choice to [0,67], since this is



the greatest 2/3 of the average can be. But, if everyone uses one level of 
backward induction, a subject knows that the highest the average can be is 
2/3 of 67, or about 44. With three levels of backward induction, the highest 
a bid can be is 29, and with four levels, 20. If all players backward induct all 
the way, we get to the unique Nash equilibrium of zero.

Rosemarie Nagel (1995) was the first to study this beauty contest, using a 
group of fourteen to sixteen subjects. She found the empirical results to be 
compatible with the assertion that 13 per cent of subjects used no backward 
induction, 44 per cent used one level, 37 per cent used two levels and less 
than 4 per cent use more than two levels of backward induction.

The failure of individuals to use backward induction is quite a shocker for 
classical game theorists, who tend to consider eliminating weakly dominated 
strategies a key element of rationality. However, assuming common knowledge 
of rationality along the game path, which means agents maximize their payoffs 
whenever it is their turn to play, given their conjectures as to the behaviour 
of the other players, Douglas Bernheim (1984) and David Pearce (1984) 
showed agents will only obey the iterated elimination of strictly dominated 
strategies. Such strategies are termed rationalizable. In a game such as the cen­
tipede game or the finitely repeated prisoner's dilemma, there are no strictly 
dominated strategies, so any strategy is rationalizable. If we were to accept 
rationalizability as the criterion of rationality, the observation that people 
engage in limited backward induction would not entail their irrationality.

Unfortunately, the concept of rationalizability embodies an excessively 
weak concept of rationality, since it assumes nothing concerning the behav­
iour of agents off the path of play. If a player moves at more than a single 
information set, backward induction in general eliminates weakly dominated 
strategies, so it is clear that even the simplest sort of incredible threats are 
rationalizable. Consider, for instance, the extensive form game in Figure 10.1. 
It is clear that a rational player 2 will not play 1 if he gets to move, but the nor­
mal form of this game, shown to the right in this figure, indicates that 1 is only 
weakly dominated by r, so both 1 and r are rationalizable for player 2, from 
which it follows that both L and R are rationalizable for player 1.
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0,0 0,0

- 1 ,-1 0 10,10

Figure 10.1 A rationalizable incredible threat. The left pane is the extensive form 
game and the right pane its corresponding normal form game
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By contrast, Aumann (1995) has shown that in generic games of perfect 
information (all information sets are singletons) if there is common knowl­
edge of rationality both on and off the game tree, meaning that at each node, 
the player who moves acts to maximize his payoff in the subgame beginning 
at that node, then only the backward induction solution remains. To understand 
his argument, suppose there are players i = 1, ..., n with strategy sets S, for 
player i. Let Ω be the set of states of the world. For illustration purposes, sup­
pose the game is that of Figure 10.1, where the most natural choice is 
Ω = {LI, Lr, Rl, Rr), corresponding to the possible 'types’ of the two players, LI 
corresponding to a 'left-type player one' and a 'left type player 2', and simi­
larly for the remaining three states. A knowledge partition for a player is a par­
tition of Ω into non-overlapping subsets ε, = {£', ...£*'}, called events, with 
the interpretation that if the actual state is ω G £{, then i knows only that the 
actual state is somewhere in E{. For instance, in our example, if each player 
knows only his own type, then ε, = {{LI, Lr], {Rl, Rr]} and ε2 = {{LI, Rl], {Lr, 
Rr}}. Note that we assume that whatever else may be in a state of the world, 
the moves of the various players are among them. Aumann formalizes this 
by assuming that a knowledge system includes a map s : Ω -> Χ,-Sj such that 
s(w) = (s(w),, ..., s(o>)„) is the strategy that each player chooses in state ω. 
The informational assumption is formalized by requiring that for any player 
i and any £'■ G ε,· and any ω, ω' G E\, we have s(w); = s(ω');, i.e. a player must 
make the same move at all events in one of his knowledge partition sets.

Suppose £ is any event (i.e. any non-empty subset of Ω). K,E denotes the 
union of all elements of ε; contained in E. We interpret K,E as the event that i 
knows event £. We then write KE = Π ,·£)£, which is the event that all players 
know event £. Finally, we write

C KE = KEO ΚΚΕΠ ΚΚΚΕΠ ...

which is the event that £ is common knowledge. For instance, in our example, 
the only event that is common knowledge is Ω itself. To see this, suppose Kj£ 
includes {LI, Lr}. Then Κ2ΚλΕ is either empty, or includes {Rl} and {Rr}, in 
which case £ = Ω. A similar argument for the other partition elements shows 
that Ω is the only event that is common knowledge. We may also determine 
the event R, that players i is rational, which is simply R1 = {LI, Rr} and 
Rz = {Lr, Rr}. Finally, we can identify the event that backward induction is 
used as being /  = (Er).

Using this terminology, Aumann proves, under the stated conditions, that 
CKR C I, where R is the event that all players are rational, and I is the event 
that the backward induction solution is chosen. In the case of our example, 
there is no state at which there is common knowledge of rationality. 
However, let us expand the knowledge partitions to ej = ε2 = {{LI}, {Lr}, {Rl}, 
{Er}), which says each player knows both his own and the other's type. 
Then Ε = Ε, Π R, = {Er}, so CKR = KR = R = I, which shows that common 
knowledge of rationality implies backward induction.
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There are good reasons, however, to explore alternatives to Aumann's 
treatment of common knowledge. It is easy to show that Kfi C E for any i 
and any E, which means that to know an event implies that it is true (i.e. to 
know that you are in one of a set of states implies that you are in one of those 
states). But, rationality off the game tree by player i includes rationality at 
nodes where i moves, but that could only be reached by i having previously 
behaved non-rationally!

Consider, for instance, the centipede game, depicted in Figure 10.2. 
Backward induction implies J will play D on the last round, awarding him 
101 instead of 100. But to pre-empt this, M will play D on the next-to-last 
round, awarding him 101 instead of 98. Reasoning similarly, proceeding 
backward, we see that M will play D on the first round of play. Thus imme­
diate defection (playing D) is the only subgame perfect Nash equilibrium to 
this game. Indeed, a little reflection will convince the reader that immediate 
defection is the only Nash equilibrium for both players.

However, backward induction on the last round makes sense only if J is 
rational there. But, to get there J must have been irrational in each of his last 
49 moves! The only way this makes any sense at all is if we assume that 
players can make mistakes, and that both players have made almost 50 mis­
takes in a row. This is hardly a plausible assumption on which to base a jus­
tification of backward induction.

An alternative model of rationality allows individuals to change their 
assessment of an opponent's type when he has made an unexpected move. 
One such has been developed by Elchanan Ben-Porath (1997), which 
employs the concept of certainty in the place of knowledge, the difference 
being that certainty is a subjective state of assigning probability one to an 
event, even though the event may not contain the true state of the system. 
Rationality in this framework is defined as maximizing expected payoffs 
with a given set of expectations concerning the behaviour of the other 
player. For instance, two players of the 100-stage centipede game might hold 
common certainty of rationality, which implies the backward induction 
solution if it holds at all nodes, but if player one cooperates on the first 
round, player two then drops his assumption in favour of some other 
subjective probability distribution over how his opponent will act at later 
nodes in the game tree.

(2,2) (3,2) (3,3) (4,3) (99,99) (100,99)
M J M J  M J
------- >1-------->\------- >1------- ►· · ·------- >1------- >1------- >

c c c o o c c
D D D D D D

1 1 1 >1 1t
(4,0) (1,4) (5,1) (2,5) (101,97) (98,101)

Figure 10.2 The hundred round centipede game
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Ben-Porath shows that common certainty of rationality is equivalent to 
one round of elimination of weakly dominated strategies, followed by 
any number of rounds of elimination of strictly dominated strategies. 
Thus, in Figure 10.2, only the final two decision nodes can be eliminated 
by common certainty of rationality. This makes a good deal of sense. Both 
M and J may be rational in the sense of attempting to maximize their 
expected payoffs, and by playing C on his first move, M signals that he is 
not playing backward induction. In deciding how far to cooperate with 
M, J must have some probability distribution over where M will first 
defect, and choose a defection point that maximizes his payoff subject 
to this probability distribution. Experimental evidence (McKelvey and 
Palfrey, 1992) indicates that subjects generally cooperate until the last 
few rounds.

Nevertheless, in some cases the concept of rationalizability fails to encom­
pass the bounds of rational behaviour. Consider, for instance, the following 
version G„ of Kaushik Basu's Traveller's Dilemma (1994). Two business execu­
tives pay bridge tolls while on a trip, but cannot get receipts. Their superior 
tells each of them to report an integral number of dollars between $2 and n 
on their expense sheet. If they report the same number, each will receive this 
much back. If they report different numbers, they each get the smaller 
amount, plus the low reporter gets an additional $2, and the high reporter 
loses $2. The executives are not permitted to collude in deciding what 
to report.

Let sk be the strategy 'report k'. It is then easy to show that n > 3, s„ in 
the game G„ is strictly dominated by a mixed strategy of s2, ... , s„_ 4. 
First, a glance at the normal form matrix for G4 shows that s4 is strictly 
dominated by a mixed strategy σ4 using (i.e. weighting with positive prob­
ability) only s2 and s3. Second, it is easy to see that for any n > 4, if s„ _ 4 
is strictly dominated by a mixed strategy σ„ _ ] using only σ„ _ 2 and s2 in 
G„ _ j, then s„ is strictly dominated by a mixed strategy σ„ using only σ„ _ λ 
and s„ _ j in G„. By the iterated elimination of strictly dominated strat­
egies, this shows that the only rationalizable strategy of G„ is for both 
players to ask for $2. This is also the only Nash equilibrium. Yet, it is clear 
that people will not generally play anything even approximating this 
equilibrium. Moreover, it is easy to see that this result does not depend on 
the size of the penalty! Any positive amount will do. In a beautiful exper­
iment, Monica Capra, Jacob Goeree, Rosairo Gomez and Charles Holt 
(1999) show that for small penalties, players in G100 play near 100, while 
for large penalties, they play near the rationalizable/Nash equilibrium of 
the game, which is k = 2.

I have barely scratched the surface in the modelling of rationality in the 
interactive decision theory literature. However, I have presented enough to 
make it clear that the empirical evidence on limited nature of backward
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induction exhibited by human subjects does not call into question the 
rationality of human subjects.

4 Strong reciprocity in the labour market

Akerlof (1982) suggested that many puzzling facts about labour markets 
could be better understood if it were recognized that in many situations, 
employers pay their employees higher wages than necessary, in the expecta­
tion that workers will respond by providing higher effort than necessary. 
Fehr, Gächter and Kirchsteiger (1997) performed an experiment to validate 
this gift exchange model of the labour market.

The experimenters divided a group of 141 subjects (college students who 
had agreed to participate in order to earn money) into ‘employers' and 
'employees'. The rules of the game are as follows. If an employer hires an 
employee who provides effort e and receives a wage w, his profit is 
π = 1OOe -  w. The wage must be between 1 and 100, and the effort is 
between 0.1 and 1. The payoff to the employee is then u = w -  c(e), where 
c(e) is the 'cost of effort' function shown in Figure 10.3. All payoffs involve 
real money that the subjects are paid at the end of the experimental session. 
We call this the experimental labour market game.

The sequence of actions is as follows. The employer first offers a 'contract' 
specifying a wage w and a desired amount of effort e*. A contract is made 
with the first employee who agrees to these terms. An employer can make a 
contract (w, e*) with at most one employee. The employee who agrees to 
these terms receives the wage w and supplies an effort level e, which need not 
equal the contracted effort, e*. In effect, there is no penalty if the employee 
does not keep his promise, so the employee can choose any effort level, 
e e  [0.1, 1], with impunity. Although subjects may play this game several

Effort e

Figure 10.3 The cost of effort schedule in Fehr, Gächter and Kirchsteiger (1997)
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times with different partners, each employer-employee interaction is a one- 
shot (non-repeated) event. Moreover, the identity of the interacting partners 
is never revealed.

If employees are self-regarding, they will choose the zero-cost effort level, 
e = 0.1, no matter what wage is offered them. Knowing this, employers will 
never pay more than the minimum necessary to get the employee to accept 
a contract, which is 1 (assuming only integral wage offers are permitted). The 
employee will accept this offer, and will set e = 0.1. Since c(0.1) = 0, the 
employee's payoff is u = 1. The employer's payoff is π = 0.1 X 100 - 1  = 9.

In fact, however, this self-regarding outcome rarely occurred in this 
experiment. The average net payoff to employees was u = 35, and the more 
generous the employer's wage offer to the employee, the higher the effort 
provided. In effect, employers presumed the strong reciprocity predisposi­
tions of the employees, making quite generous wage offers and receiving 
higher effort, as a means to increase both their own and the employee's 
payoff, as depicted in Figure 10.4.

Figure 10.4 also shows that, though most employees are strong reciprocators, 
at any wage rate there still is a significant gap between the amount of effort 
agreed upon and the amount actually delivered. This is not because there are 
a few 'bad apples' among the set of employees, but because only 26 per cent 
of employees delivered the level of effort they promised! We conclude that

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0
0-5  6 -10  11-15 16-20 21-25  26-30  31-35  36-40  41^15 46-50

Payoff offer to employee

Figure 10.4 Relation of contracted and delivered effort to worker payoff (141 
subjects). From Fehr, Gächter, and Kirchsteiger (1997)
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strong reciprocators are inclined to compromise their morality to some 
extent.

To see if employers are also strong reciprocators, the authors extended the 
game by allowing the employers to respond reciprocally to the actual effort 
choices of their workers. At a cost of 1, an employer could increase or decrease 
his employee's payoff by 2.5. If employers were self-regarding, they would 
of course do neither, since they would not (knowingly) interact with the 
same worker a second time. However, 68 per cent of the time, employers 
punished employees that did not fulfil their contracts, and 70 per cent of the 
time, employers rewarded employees who overfulfilled their contracts. 
Indeed, employers rewarded 41 per cent of employees who exactly fulfilled 
their contracts. Moreover, employees expected this behaviour on the part of 
their employers, as shown by the fact that their effort levels increased signifi­
cantly when their bosses gained the power to punish and reward them. 
Underfulfilling contracts dropped from 83 per cent to 26 per cent of the 
exchanges, and overfulfilled contracts rose from 3 per cent to 38 per cent 
of the total. Finally, allowing employers to reward and punish led to a 
40 per cent increase in the net payoffs to all subjects, even when the payoff 
reductions resulting from employer punishment of employees are taken into 
account.

We conclude from this study that the subjects who assume the role of 
'employee' conform to internalized standards of reciprocity, even when they are 
certain there are no material repercussions from behaving in a self-regarding 
manner. Moreover, subjects who assume the role of employer expect this 
behaviour and are rewarded for acting accordingly. Finally, employers reward 
good and punish bad behaviour when they are allowed, and employees 
expect this behaviour and adjust their own effort levels accordingly. In gen­
eral, then subjects follow an internalized norm not only because it is prudent 
or useful to do so, or because they will suffer some material loss if they do not, 
but rather because they desire to do so for its own sake.

5 Conclusion

As a student of the history of science, I have become aware of the centrality 
of scientific instrumentation in the progress of scientific knowledge. The 
microscope, the telescope, electrophoresis, and a myriad of other tools of 
observation and data collection have laid the basis for our current under­
standing of the natural world. Each new tool allows for the construction of 
more subtle theoretical models, because it increases the power of observation 
to choose among models.

Behavioural game theory is simply one among a number of new scientific 
techniques that allow us to build better models of human behaviour, and to 
move the discourse concerning human nature from the realm of political
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philosophy, where there has been little progress since the eighteenth century, 
to the laboratory and the field, where stunning progress has, and doubtless 
will continue to be made. It is not too much to suggest that, with the addition 
of tools such as behavioural game theory, neuroscientific instruments for 
assessing brain function, and agent-based computer simulation of life 
processes, the behavioural sciences may one day be put on the footing now 
enjoyed by the natural sciences.
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i n  t h e  M i d d l e  E a s t ,  a n d  d i s c u s s i n g  j u s t  h o w  m u c h  o f  t h e  n e o c l a s s i c a l  

p a r a d i g m  i s  r e f u t e d  b y  t h e  e v i d e n c e  p r o d u c e d  b y  e x p e r i m e n t a l  e c o n o m i c s  

i n  r e c e n t  y e a r s .  In  a d d i t i o n ,  a  c o n c e p t u a l  f r a m e w o r k  i s  p r o p o s e d  f o r  

a n a l y s i n g  m e c h a n i s m s  o f  i n s t i t u t i o n a l  c h a n g e  a n d  a n  e v o l u t i o n a r y  m o d e l  

a n d  a g e n t - b a s e d  m o d e l  a r e  d e v e l o p e d .
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